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Abstract— Investments in digital currencies or other financial 

instruments during the COVID-19 pandemic were primarily driven 

by the pursuit of profits. Price forecasting for future periods using 

time series analysis is a key strategy in achieving this goal. ARIMA, a 

widely used method in time series analysis, is effective for modeling 

linear patterns but struggles with non-linear components often 

present in time series data. To address this limitation, this study 

introduces a Hybrid ARIMA-ANN approach, designed to capture 

both linear and non-linear patterns effectively. The proposed method 

involves two main models and evaluates performance under three 

data-splitting schemes: 60% training and 40% testing, 70% training 

and 30% testing, and 80% training and 20% testing. The ARIMA 

model is applied to forecast the primary data, while the ANN model 

predicts ARIMA residuals to refine overall accuracy. The optimal 

results were achieved using the 80%-20% data split, with the ANN 

model yielding an accuracy of 99.89%, an MSE of 0.0625, an RMSE 

of 0.2501, and a MAPE of 0.1032. These metrics indicate a highly 

precise model capable of reliable cryptocurrency price prediction. 

Based on this model, cryptocurrency prices are forecasted to decline 

from February 2022 to April 2023. This study demonstrates the 

potential of Hybrid ARIMA-ANN as a robust forecasting tool, 

particularly for applications where non-linear data dynamics are 

prominent. The findings contribute to advancing predictive analytics 

in financial markets. 

 

Keywords— Hybrid ARIMA–ANN, Forecasting, Time series, 

Cryptocurrencies. 

I. INTRODUCTION  

Cryptocurrency, a form of digital currency, facilitates online 

transactions and operates outside the framework of legal 

tender in Indonesia. Despite its unrecognized legal status, 

individuals can utilize cryptocurrencies at their own risk, 

assuming full responsibility for potential outcomes [1]. The 

cryptocurrency market presents significant profit opportunities 

for investors seeking capital gains. However, these 

opportunities are accompanied by substantial risks, primarily 

due to the inherent volatility and frequent price fluctuations 

characteristic of this market. Accurate forecasting tools or 

applications are thus essential for informed investment 

decision-making in the cryptocurrency sector [2].  

Time series forecasting is a widely utilized technique for 

predicting future data points based on historical trends. 

Traditional time series methods, including Auto-regressive 

(AR), Moving Average (MA), Auto-regressive Integrated 

Moving Average (ARIMA), and Seasonal Auto-regressive 

Integrated Moving Average (SARIMA), rely on classical 

statistical models to achieve accurate results [3] [4]. While 

these models are known for their simplicity and flexibility, 

their performance diminishes when dealing with time series 

data characterized by non-linear components. This limitation 

arises from their inherent assumption of linearity, which often 

fails to capture the non-linear patterns present in the data and 

residuals, thereby reducing overall predictive accuracy [5].  

Artificial Neural Networks (ANN) have demonstrated 

remarkable efficiency in addressing complex and non-linear 

problems, as well as in modeling univariate time series data 

with distinct patterns [6], [7]. The strengths of ANN include 

its ability to learn autonomously, its self-organizing 

functionality, and its exceptional computational speed [8]. 

These characteristics make ANN particularly suitable for 

tackling intricate problems that cannot be resolved using 

traditional mathematical approaches or conventional modeling 

techniques [9]. 

The ANN model is inspired by the structure and function 

of biological neural networks [10], mimicking the human 

brain’s approach to data processing [11]. ANN is versatile and 

applicable across various domains, encompassing tasks such 

as regression, classification, prediction, and forecasting [12-

14]. This study introduces a hybrid forecasting model that 

integrates classical statistical methods, represented by 

ARIMA, with machine learning techniques, specifically ANN. 

By combining these two approaches, the model effectively 

addresses both linear and non-linear patterns in datasets, 

resulting in more accurate and efficient forecasting outcomes 

compared to using either model independently [15]. 

Additionally, hyperparameter tuning is employed to optimize 

the model, ensuring enhanced performance and improved 

predictive accuracy. 

Numerous studies have explored hybrid models similar to 

the one proposed in this research. For instance, Lopes et al. 

[16] utilized the ARIMA-ANN model to predict the spread of 

electromagnetic waves in densely forested urban areas, 

demonstrating its effectiveness as a forecasting tool. Similarly, 

Unnikkrishnan and Jothiprakash [17] introduced a hybrid 

model integrating Singular Spectrum Analysis (SSA), 

ARIMA, and ANN (SSA-ARIMA-ANN) to estimate daily 

rainfall in Koyna, Maharashtra, India. Statistical evaluations 

revealed that the SSA-ARIMA-ANN model achieved high 

accuracy in rainfall prediction. 

In 2021, Nontapa et al. [15] integrated SARIMA and ANN 

models to analyze monthly electricity consumption data from 

Thai provinces. Their findings indicated that the SARIMA-

ANN hybrid model demonstrated strong performance, 

achieving an accuracy rate of 93%. Priya et al. [18] employed 

a novel combination of ARIMA and ANN models for both 

linear and nonlinear modeling to enhance forecasting accuracy 
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for the Covid-19 outbreak in India. Their results revealed that 

the hybrid model outperformed traditional methods, providing 

improved accuracy. 

Chahal et al. [19] proposed a traffic congestion prediction 

model aimed at meeting the demands of an efficient and 

sustainable smart city using the Intelligent Transportation 

System (ITS). The model combines SARIMA for addressing 

linear components and Bi-LSTM for non-linear components. 

When compared to ARIMA and LSTM, the hybrid model 

demonstrated the lowest error rate of 0.03.  

II. MATERIAL AND METHOD 

A. Data Description 

The dataset employed consists of daily cryptocurrency 

prices sourced from the Kaggle Dataset Link, including five 

variables: Open (opening price), High (highest price), Low 

(lowest price), Close (closing price), and Volume (transaction 

volume). For the purpose of this study, only the Close variable 

is utilized, covering the period from November 2020 to 

January 2022, with a total of 457 data points. This selection 

aligns with the univariate nature of the ARIMA method. 

TABLE I. Matic cryptocurrency data. 

Date Open High Low Close Volume 

01/11/2020 0.107 0.115 0.101 0.109 496433632 

02/11/2020 0.109 0.119 0.096 0.112 544802304 

…      

…      

30/01/2020 0.112 0.134 0.112 0.122 613168000 

31/01/2022 0.122 0.165 0.119 0.154 776462464 

B. Data Preprocessing 

Preprocessing represents a fundamental phase in data 

science and machine learning. The collected data undergoes 

preprocessing prior to being applied to machine learning 

algorithms or data mining techniques [20]. Three key 

preprocessing methods are commonly employed: data 

cleaning, data transformation, and data reduction [21]. 

Data cleaning addresses issues such as missing data, noise, 

and outliers by removing them. Data transformation involves 

processes like normalization, feature selection, and domain 

transformation. Data reduction focuses on dimensionality 

reduction and selecting relevant attribute subsets. While data 

transformation and reduction techniques are tailored to 

specific problems, data cleaning is essential for all machine 

learning tasks. 

Furthermore, as the data used in this study is time series, it 

requires conversion into a supervised learning format, as 

shown in Equation (1). 

                                (1)                                              

C. Autoregressive Integrated Moving Average (ARIMA) 

The ARIMA model, developed by Box and Jenkins in the 

1970s [22], combines Autoregressive (AR), Integration (I) or 

differencing, and Moving Average (MA) components [23]. 

Therefore, the ARIMA model (p, d, q) can be described as a 

combination of Autoregressive models with Moving Average 

(p, q) after differencing (d) [24]. 

Box-Jenkins models encompass both non-seasonal and 

seasonal variations. The ARIMA model, when seasonal and 

non-stationary, is represented by Equation (2) [5]: 

             (2)   

where, 

 represents the actual value, while  denotes the random 

error at time t. The coefficients  and , with p and q as 

integers, are commonly referred to as the Autoregression and 

Moving Average coefficients, respectively [25]. 

D. Artificial Neural Network (ANN) 

The ANN is an information processing system within the 

field of Artificial Intelligence (AI), designed to mimic the 

functionality of the human biological nervous system [26]. 

The architecture of an ANN comprises three primary layers: 

an input layer, a hidden layer, and an output layer [27].      

1. Nodes at Hidden Layer 

  Determining the optimal number of nodes in the hidden 

layer is crucial for the success of ANN training [28], as it 

helps prevent both underfitting and overfitting. However, no 

definitive method exists for determining the ideal number of 

nodes without the need for training [29]. The most effective 

approach involves conducting hyperparameter tuning. 

 

 
Fig. 1. ANN architecture. 

2. Activation Function 

The activation function is responsible for activating the 

input layer nodes connected to the hidden layer nodes, as well 

as the hidden layer nodes connected to the output layer nodes 

[30]. In practice, various types of activation functions are 

utilized, with their selection depending on the specific task 

and architecture employed [31]–[33]. 

3. Hyperparameter Tuning 

Hyperparameter tuning plays a pivotal role in determining 

the optimal combination of input parameters [34]. In the 

context of ANN, these hyperparameters may include the 

number of layers, the number of nodes in each layer, dropout 

rates, batch size, and other related factors. A commonly 

employed technique for hyperparameter tuning is Grid Search 

[35], which systematically evaluates all possible combinations 

of parameters within a given configuration [36]. 
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E. Hybrid ARIMA – ANN 

1. Zhang’s Method 

Zhang [5] proposed the ARIMA-ANN hybrid model for 

time series forecasting. This model posits that time series data 

comprises both linear and non-linear components, as 

represented by Equation (3). 

                        (3)                                                      
where: 

  = linear component 

   = non-linear component 

This method combines ARIMA for forecasting linear 

components with ANN for capturing non-linear components, 

enhancing the overall forecasting performance by integrating 

both models. The resulting approach demonstrates superior 

forecasting accuracy compared to using ARIMA or ANN 

individually [37]. 

2. Khashei and Bijari Method  

Khashei and Bijari [38] introduced an alternative ARIMA-

ANN hybrid model, which shares similarities with Zhang's 

approach, assuming that time series data comprises both linear 

and non-linear components. In this model, ARIMA is 

employed to capture the linear components and generate 

forecasts, while the non-linear residuals are input into the 

ANN along with the original data. The key distinction 

between this model and Zhang's is that it does not assume an 

additive relationship between the linear and non-linear 

components. Instead, it establishes functional relationships 

between these components, as illustrated in Equation (4). 

              (4) 

where  is the linear component of the  ARIMA prediction, 

and  is the non-linear component of the residual. 

3. Babu and Reddy Method 

Babu and Reddy [39] introduced an ARIMA-ANN hybrid 

method that integrates a moving average filter into the ANN-

ARIMA model. Similar to other approaches, this model 

assumes that time series data comprises both linear and non-

linear components. However, they argue that Zhang’s and 

Khashei and Bijari’s methods do not separate the original time 

series data into its linear and non-linear components. Instead, 

these methods use the linear ARIMA model to extract the 

linear components and treat the errors as non-linear. In 

contrast, Babu and Reddy’s method first separates the linear 

and non-linear components and assigns them to the 

appropriate models. Finally, as in Zhang's approach, the 

decomposed components are fed into ARIMA and ANN, and 

the forecasting results are combined.  

4. Proposed Method 

The proposed model builds upon previous research where 

hybrid methods were employed to address both linear and 

non-linear components in time series data. ARIMA was 

utilized to generate residual values and predictions, which 

were subsequently modeled using ANN. Two distinct ANN 

models were applied: the first to forecast the linear component 

of the ARIMA predictions, and the second to predict the non-

linear aspects of the ARIMA residuals. The hybrid approach 

combines the forecasting results of the linear and non-linear 

components through the use of ANN. 

                            (5) 

                   (6) 

                                                  (7) 

 is a linear component of ARIMA model represented by an 

ANN over periods t-1 to t-n.  is a non-linear component of 

the ARIMA residual who also modeled using ANN across 

periods t-1 to t-n. The combined model incorporates both the 

linear and non-linear components at the t-th period. 

F. Model Evaluation 

Model evaluation involves calculating the difference 

between actual and predicted values [40]. The primary metric 

used in this study to assess model performance is accuracy. 

However, accuracy alone may not provide a complete 

assessment, as it can be misleading in the presence of 

imbalanced data. Consequently, additional evaluation metrics 

are necessary. As noted by Botchkarev [41], , commonly used 

metrics for this purpose include Mean Absolute Percentage 

Error (MAPE), Mean Squared Error (MSE), and Root Mean 

Squared Error (RMSE). 

a. Mean Absolute Percentage Error 

The MAPE is a metric used for calculating the 

percentage difference between predicted and actual values. 

b. Mean Squared Error dan Root Mean Squared Error  

MSE and RMSE are metrics used to quantify the average 

discrepancy between predicted and actual values, with a 

greater emphasis on larger errors compared to smaller ones 

when assessing model performance. The optimal values for 

both MSE and RMSE are zero. The mathematical 

formulations for MAPE, MSE, and RMSE are as follows 

[42]: 

                                                  (8) 

                                              (9) 

                 (10) 

where: 

 = predicted i-th value 

 = i-th actual value  

 = a number of experiments. 

III. RESULTS AND DISCUSSION 

A. ARIMA Predictions 

The linear component of the hybrid model is derived 

through forecasting with the ARIMA model, which involves 

parameters such as p, d, and q. The p parameter is determined 

from the Partial Autocorrelation Function (PACF) plot, while 

the d parameter reflects the number of differencing operations 

applied to the data. The q parameter is obtained from the 

Autocorrelation Function (ACF) plot. The value of d is 

established after testing the data for stationarity. If the data is 

not stationary, differencing is applied repeatedly until the data 

becomes stationary. This number of differencing operations, 
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denoted as n, is then used as the d parameter in the ARIMA 

model. The stationarity of the data was assessed using the 

Augmented Dickey-Fuller (ADF) test, which returned a p-

value of 0.3443, indicating non-stationarity. After applying 

one differencing operation, the p-value decreased to 1.769-18, 

confirming that the data became stationary. 

 

 
(a) 

 

 
(b) 

Fig. 2. Results plot for (a) ACF, and (b) PACF. 

 

Based on Figure 2, the ACF and PACF values at the first 

lag indicate that the ARIMA model's order for p and q is 1. As 

a result, the ARIMA prediction model for Matic 

cryptocurrency data is determined as ARIMA (1, 1, 1). 

Following the prediction, the next step involves reversing the 

data back to its original values through undifferentiation. The 

undifferentiated data is then compared with the actual data. 

Residual data from the ARIMA model is extracted by 

computing the difference between the actual data and the 

predicted values. The result is presented in Figure 4. 

 

 
Fig. 3. ARIMA prediction plot. 

 

 
Fig. 4. ARIMA residuals. 

 

Figures 3 and 4 demonstrate that the predicted data aligns 

closely with the actual data distribution, indicating that the 

ARIMA model is suitable for forecasting cryptocurrency 

prices. However, prior to applying the ARIMA model for 

forecasting, it is crucial to assess the model and determine its 

accuracy. 
 

TABLE II. ARIMA model evaluation. 
Evaluation Metrics ARIMA Model 

MSE 0.0119 

RMSE 0.1089 

MAP 0.0629 

Accuracy 99.9371 

 

Given that the ARIMA model demonstrates strong 

accuracy, forecasting was performed for the subsequent 90-

day period. 

 

 
Fig. 5. Forecasting with ARIMA models. 
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As noted by Zhang [5], Figure 5 demonstrates that while 

the ARIMA model exhibits a relatively high level of accuracy, 

its performance deteriorates over time due to the presence of 

non-linear components in the time series data, which do not 

align with the model's linear structure. Consequently, the 

forecasting results are suboptimal. In light of these findings, a 

Hybrid ARIMA-ANN model is proposed, which combines 

ARIMA predictions with residuals processed using an ANN. 

B. ARIMA Predictions 

The hybrid model integrates ARIMA prediction data with 

residual data processed by an ANN, combining two distinct 

models. The first model is an ANN designed to predict the 

linear component, representing the outcome of the ARIMA 

predictions. This model features a single hidden layer utilizing 

the ReLU activation function and a linear activation function 

at the output layer. The second model predicts the residual 

data from the ARIMA model, representing the non-linear 

component, with two hidden layers using the ReLU activation 

function and a Sigmoid function at the output layer. 

Hyperparameter tuning is performed to optimize both models,  

adjusting parameters such as the number of hidden layer 

nodes, dropout rate, and batch size. Data splitting is executed 

using various schemes, including 80% training and 20% 

testing, 70% training and 30% testing, and 60% training and 

40% testing. 

TABLE III. Hyperparameter tuning model 1. 

Parameter 60/40 70/30 80/20 
Nodes 64 32 64 

Batch size 32 16 16 
Dropout 0.3 0.2 0.2 

 
TABLE IV. Hyperparameter tuning model 2. 

 

Once the optimal parameters are determined, the next 

step involves evaluating the model using the loss function 

graphs presented in Figures 6-8. As shown in Figures 6, 7, and 

8, the ANN model is constructed using three data splitting 

schemes: 60% training and 40% testing, 70% training and 

30% testing, and 80% training and 20% testing. None of these 

schemes result in overfitting, indicating that the model is 

sufficiently robust for making predictions. However, the loss 

graph corresponding to the 80% training and 20% testing 

scheme demonstrates a better fit compared to the other data 

splitting schemes. Subsequently, the linear and non-linear 

components of the prediction data generated by the ANN 

model are combined to produce hybrid prediction data. 

Figures 9-11 provide a visualization of the hybrid prediction 

results for cryptocurrency price data. 

 

 

Fig. 6. Loss graphic for 60% train & 40% test scheme. 

 

 

 
 

Fig. 7. Loss graphic for 70% train & 30% test scheme. 

Parameter 60/40 70/30 80/20 

Nodes 64 16 32 

Batch size 64 64 16 

Dropout 0.1 0.3 0.3 
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Fig. 8. Loss graphic for 80% train & 20% test scheme. 

 

 
Fig. 9. Prediction plot for 60% train and 40% test scheme. 

 

 
Fig. 10. Prediction plot for 70% train and 30% test scheme. 

 

 
Fig. 11. Prediction plot for 80% train and 20% test scheme. 
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The prediction accuracy and feasibility of the hybrid 

forecasting model were assessed using RMSE, MSE, and 

MAPE as evaluation metrics, with the results presented in 

Table 5. 
 

TABLE V. Hybrid model evaluation. 

Evaluation Metrics 60/40 70/30 80/20 

MSE 0.1637 0.1676 0.0625 

RMSE 0.4046 0.4094 0.2501 

MAP 0.1876 0.1573 0.1032 

Accuracy 99.8124 99.8427 99.8968 

 

The evaluation of the hybrid ARIMA-ANN model, as 

presented in Table 5, reveals notable variations in model 

performance across different data splits. The 80/20 data 

division yielded the lowest Mean Squared Error (MSE) of 

0.0625, indicating superior model accuracy compared to the 

60/40 and 70/30 splits, which showed MSE values of 0.1637 

and 0.1676, respectively. Similarly, the Root Mean Squared 

Error (RMSE) was lowest for the 80/20 split (0.2501), 

signifying better predictive performance. In terms of Mean 

Absolute Percentage Error (MAPE), the 80/20 split also 

demonstrated the most favorable result of 0.1032, 

outperforming the 60/40 and 70/30 splits, which exhibited 

higher MAPE values. Furthermore, the accuracy of the model 

was highest at 99.8968% for the 80/20 split, reflecting the 

model's robust predictive capability under this data division. 

These findings suggest that the 80/20 data split provides the 

most effective balance for optimizing the hybrid ARIMA-

ANN model's forecasting accuracy. The forecasting results for 

each model are illustrated in Figures 12-14. 

 

 
Fig. 12. Forecasting plot for 60% train & 40% test scheme. 

 

Based on Figures 12-14, which depict the forecasting 

results for the different data splits, the 80/20 scheme stands 

out as the most effective model. In these figures, the actual 

data closely aligns with the predicted values of the 80/20 

model, demonstrating its high forecasting accuracy. The visual 

comparison reveals minimal discrepancies between the 

observed and forecasted data, particularly in terms of trend 

consistency and peak alignment. This strong match 

underscores the model's ability to capture the underlying 

patterns and fluctuations of the data effectively. In contrast, 

the 60/40 and 70/30 schemes show more noticeable deviations 

between the actual and predicted values, particularly during 

periods of rapid change or volatility. These discrepancies 

suggest that the 80/20 data split better accommodates the 

model's capacity to generalize and forecast accurately across 

the entire dataset. 

 

 
Fig. 13. Forecasting plot for 70% train & 30% test scheme. 

 

 
Fig. 14. Forecasting plot for 80% train & 20% test scheme. 

IV. CONCLUSION 

This study aims to find the best model for forecasting 

cryptocurrency prices. The data used is daily data on 

cryptocurrency prices on the Close variable obtained on the 

Kaggle website from November 2020 to January 2022, with a 

total of 457 data. The data is univariate, so we tried to apply 

the ARIMA model to forecasting. However, because the time 

series data contains non-linear components that do not match 

the characteristics of the linear model, the forecasting results 

are not satisfactory. Therefore, we propose the Hybrid 

ARIMA-ANN model to forecast the price of cryptocurrencies. 

We built two ANN models by applying three different data 

splitting schemes, namely 60% train & 40% test, 70% train & 

30% test, and 80% train & 20% test. The first model is used to 

forecast ARIMA predicted data, while the second is used to 

forecast ARIMA residual data. Hyperparameter tuning is 

performed to improve model performance on several 

parameters, including the number of nodes in the hidden layer, 

batch size, and drop out.  

The model that obtained the best performance was the 

ANN model with a data sharing scheme of 80% train & 20% 

test. The optimal parameters for the first model include 64 
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nodes, 16 batch sizes, and 0.2 dropouts. Meanwhile, the 

second model has 32 nodes, 16 batch sizes, and 0.3 dropouts. 

The accuracy of the model reached 99.89%, MSE of 0.0625, 

RMSE of 0.2501, and MAPE of 0.1032, which shows that this 

model is good enough to do forecasting. As a result, the 

forecast for the price of cryptocurrencies from February 2022 

to April 2023 has decreased. 
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