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MESSAGE FROM GENERAL CHAIR 

 

Assalamualaikum Warahmatullahi Wabarakatuh 

I would like to extend a warm welcome to all of the keynote 

speakers, distinguished guests, and committee members of 

the 2022 International Conference on Information 

Technology Research and Innovation (ICITRI). 

First of all, I would like to send my sincere greetings and 

warmest welcome to all attendees of ICITRI 2022, which is 

being conducted by Universitas Nusa Mandiri. Due to the 

COVID-19 epidemic, ICITRI 2022 will be the first conference in the history of 

Universitas Nusa Mandiri to be conducted entirely online.  In conjunction with the theme 

chosen for this conference, “Empowering Community with Advanced Technologies 

to Support Digital Transformation in The Post-Pandemic Era,” we transform our 

session through this advanced technology supported during the conference. 

ICITRI 2022 seeks to offer a venue for researchers, academics, practitioners, and 

application developers to communicate and promote knowledge and information 

regarding computer and information science. All involved persons, institutions, and 

organisations, including sponsors, presenters, and participants, will gain from these 

knowledge-based sharing activities. May this conference provide opportunities and 

inspirations to thoroughly investigate the field of computer and information science. 

The entire scope of the IEEE Computational Intelligence Society Indonesia Chapter is 

covered by the ICITRI 2022. Its scope includes the development of computational 

intelligence, fuzzy systems, artificial intelligence, and human-machine systems on a 

theoretical, practical, and multidisciplinary level. The following are the main areas of 

interest: informatics, computer networks, image processing and computer vision, and 

software engineering. 
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ICITRI 2022 presents 1 (one) speaker and 3 (three) invited speakers from highly qualified 

researchers in the region. In addition, authors and reviewers from 11 countries have 

supported the conference through their papers and dedicated efforts in the review process 

of 128 submissions received from 12 countries, and 33 papers from 10 countries accepted 

as a result of the review. 

 

I want to extend my sincere gratitude to all notable keynote speakers, industrial speakers, 

and invited speakers for their attendance at the conference and their efforts. The members 

of the programme committee deserve congratulations for their tireless work to make this 

conference a success. I really hope that the keynote speakers and presented papers of this 

joint conference will be useful and informative to all participants and attendees, and I 

intend for the conference to be a great success. 

 

In the end, I hope to discover that some new insights into the enormous influence of 

computer and information technology are revealed. Please utilise this wonderful 

opportunity to expand your network and share your significant excerpt of research 

work.All members of the ICITRI 2022 organising committee are sincerely appreciated 

on behalf of Universitas Nusa Mandiri for their efforts in making this event a success. 

Thank you especially to all of our partners and sponsors for working with us and for their 

support. 

 

Thank you. 

 

Best regards,  

Prof. Dr. Dwiza Riana, S.Si., M.M, M.Kom 

 

 

 

6



2022 International Conference on Information Technology Research and
Innovation (ICITRI)

Informatics 1

Informatics 2

Reinforcement Learning and Graph Neural Networks for Designing Novel Drugs With Optimized Affinity: Application to SARS-
CoV-2
Mohamed-Amine Chadi (University of Cadi Ayyad, Morocco), Chaimaa Gaad (Cadi Ayyad University, Morocco), Hajar Mousannif (LISI Laboratory, Morocco),
Ahmed Aamouche (Cadi Ayyad University, Morocco) 1

Using Gaussian Process in Clockwork Variational Autoencoder for Video Prediction
Zhizun Wang (McGill University, Canada) 6

Electric Current Classification With Deeply Quantized Neural Network for Home Appliances
Danilo Pietro Pau (STMicroelectronics, Italy), Marc Dimbiniaina Randriatsimiovalaza (Universita Degli Studi di Trento, Italy) 12

An Adversarial Approach for Intrusion Detection Using Hybrid Deep Learning Model
Md. Asaduzzaman (Military Institute of Science and Technology (MIST), Bangladesh), Md. Mahbubur Rahman (Military Institute of Science and Technology,
Bangladesh) 18

Analysis of Optimizers on AlexNet Architecture for Face Biometric Authentication System
Noor Azwana Mat Ariff (International Islamic University Malaysia, Malaysia), Amelia Ritahani Ismail (International Islamic University Malaysia, Malaysia),
Normaziah Abdul Aziz (International Islamic University Malaysia, Malaysia), Amir Hussin (International Islamic University Malaysia, Malaysia) 24

Offline Signature Verification System Using CNN Algorithm Combined With Histogram of Oriented Gradients
Donata Acula (University of Santo Tomas, Philippines) 30

Leukemia Detection With Overlapping Blood Cells Using Watershed Algorithm and Convolutional Neural Networks
Donata Acula (University of Santo Tomas, Philippines) 36

Smart Baby Monitoring System Using YOLO V7 Algorithm
Nandhakumar G (Anna University, India) 42

Projection-Based Consensus Algorithm for Secure Localization in Ultra-Wideband Sensor Networks
Miao Wang (Southeast University, China), Qingshan Liu (Southeast University, China) 48

Comparison of Single-View and Multi-View Deep Learning for Android Malware Detection
Fika Dwi Rahmawati (Politeknik Siber dan Sandi Negara, Indonesia), Raden Budiarto Hadiprakoso (Poltek Siber dan Sandi Negara, Indonesia), Ray Novita
Yasa (Poltek Siber Dan Sandi Negara, Indonesia) 53

Hand Gesture Recognition for Controlling Game Objects Using Two-Stream Faster Region Convolutional Neural Networks
Methods
Rafi Aziizi Muchtar (Universitas Jenderal Achmad Yani, Indonesia), Rezki Yuniarti (Universitas Jenderal Achmad Yani, Indonesia), Agus Komarudin
(Universitas Jenderal Achmad Yani, Indonesia) 59

SVM Multi-Class Algorithm for Soybean Land Suitability Evaluation
Andi Nurkholis (Universitas Teknokrat Indonesia, Indonesia), Styawati Styawati (Universitas Teknokrat Indonesia, Indonesia), Imas Sukaesih Sitanggang
(Bogor Agricultural University, Indonesia), Jupriyadi Jupriyadi (Universitas Teknokrat Indonesia, Indonesia), Abdal Matin (Universitas Teknokrat Indonesia,
Indonesia), Panca Maulana (Universitas Teknokrat Indonesia, Indonesia) 65

Sentiment Correlation in News Network and Associated Market Movements Based on Co-Occurrence Network
Andry Alamsyah (Telkom University, Indonesia), Vidya Salsabila Pambudi (Telkom University, Indonesia), Dian Puteri Ramadhani (Telkom University,
Indonesia) 71

Monitoring Water Quality for Catfish Ponds Using Fuzzy Mamdani Method With Internet of Things
Akhmad Jayadi (Universitas Teknokrat Indonesia, Indonesia), Selamet Samsugi, SS (Universitas Teknokrat Indonesia, Indonesia), Eggy Krysando Ardilles
(University Teknokrat Indonesia, Indonesia), Faisal Dharma Adhinata (Institut Teknologi Telkom Purwokerto, Indonesia) 77

Computer Numerical Control (CNC) Technology for Duplicing Signatures Using Microcontroller Arduino
Syarifuddin Baco (Universitas Islam Makassar, Indonesia) 83

Ensemble Learning for Sentiment Analysis on Twitter Data Related to Covid-19 Preventions
Sulistyo Dwi Sancoko (Universitas Teknologi Yogyakarta, Indonesia), Saucha Diwandari (Universitas Teknologi Yogyakarta, Indonesia), Muhammad Fachrie
(Universitas Teknologi Yogyakarta, Indonesia) 89

17

20
22

 In
te

rn
at

io
na

l C
on

fe
re

nc
e 

on
 In

fo
rm

at
io

n 
Te

ch
no

lo
gy

 R
es

ea
rc

h 
an

d 
In

no
va

tio
n 

(IC
IT

RI
) |

 9
78

-1
-6

65
4-

61
84

-9
/2

2/
$3

1.
00

 ©
20

22
 IE

EE
 |

 D
O

I: 
10

.1
10

9/
IC

IT
RI

56
42

3.
20

22
.9

97
02

15



Computer Network

Image Processing and Computer Vision

Feature Weighting Optimization: Genetic Algorithms and Random Forest for Classification of Pregnant Potential Risk
Yudi Ramdhani (ARS University, Indonesia), Ahmad Setiadi (Universitas Bina Sarana Informatika, Indonesia), Dea Maulidia (Universitas Adhirajasa Reswara
Sanjaya, Indonesia), Doni Purnama Alamsyah (Bina Nusantara University, Indonesia) 95

Syntaxis-Based Extraction Method With Type and Function of Word Detection Approach for Machine Translation of
Indonesian-Tolaki and English Sentences
Muh Yamin (Institut Teknologi Sepuluh Nopember & Universitas Halu Oleo, Indonesia) 101

Implementation of Neural Network and Bagging Technique for Predicting Electricity Consumption
Tyas Setiyorini (Universitas Nusa Mandiri, Indonesia), Frieyadie Frieyadie (Universitas Nusa Mandiri, Indonesia), Andrianingsih Andrianingsih (Universitas
Nasional, Indonesia, Indonesia), Maryanah Safitri (Universitas Nusa Mandiri, Indonesia), Tati Mardiana (Universitas Nusa Mandiri, Indonesia), Mari
Rahmawati (Universitas Bina Sarana Informatika, Indonesia) 107

Identification of Post-Stroke Patients From Significant Variable Electroencephalogram Signals Using Multiple 2D-Convolutional
Neural Networks
Ayu Peraiyantika (University of Jenderal Achmad Yani, Indonesia), Esmeralda Contessa Djamal (Universitas Jenderal Achmad Yani, Indonesia), Fatan
Kasyidi (Universitas Jenderal Achmad Yani, Indonesia) 112

Fatigue Management: Machine Learning Application for Predicting Mining Worker Fatigue
Widya Saputra (Institut Teknologi Sepuluh Nopember, Indonesia), Diana Purwitasari (Institut Teknologi Sepuluh Nopember, Indonesia) 117

Spreading Factor of IoT-LoRa Effect for Future Smart Agriculture
Puput Dani Prasetyo Adi (National Research and Innovation Agency (BRIN-RI), Indonesia) 123

Design and Implementation of 02244 Tds Meter Gravity Sensor and 4502C Ph Sensor on Hydroponic Plants
Lili Andraini (Universitas Teknokrat Indonesia, Indonesia), Styawati Styawati (Universitas Teknokrat Indonesia, Indonesia) 129

Use of General Repair Tool for Fixing Security Vulnerabilities
Edwin Lesmana Tjiong (Kalbis Institute, Indonesia), Sergey Mechtaev (University College London, United Kingdom (Great Britain)), Harya Bima Dirgantara
(KALBIS Institute, Indonesia) 135

Communication Design Between Sensor Node With Cluster Head Using LEACH Algorithm
Robby Rizky (Universitas Diponegoro, Indonesia), Mustafid Mustafid (University of Diponegoro, Indonesia), Teddy Mantoro (Sampoerna University,
Indonesia) 141

Extraction of ROI of Graphical Attributes on the Image of the Document of Cooperation
Made Windu Antara Kesiman (Universitas Pendidikan Ganesha, Indonesia), I Made Gede Sunarya (Universitas Pendidikan Ganesha, Indonesia), I Md. Dendi
Maysanjaya (Universitas Pendidikan Ganesha, Indonesia) 145

Implementation of Convolutional Neural Network (CNN) in Android-Based Acne Detection Applications
Tuti Tutiani (University of Gunadarma & Gunadarma University, Indonesia), Sutresna Wati (University of Gunadarma, Indonesia) 151

Betta Fish Image Identification Using Feature Extraction GLCM and K-Nearest Neighbour Classification
Zaenal Abidin (Universitas Teknokrat Indonesia, Indonesia), Rusliyawati Rusliyawati (Universitas Teknokrat Indonesia, Indonesia), Permata Permata
(University of Teknokrat, Indonesia), Fenty Ariany (Indonesian Teknokrat University, Indonesia), Ilham Solehudin (University Teknokrat Indonesia, Lampung &
Universitas Teknokrat Indonesia, Indonesia), Akmal Junaidi (Universitas Lampung, Indonesia) 156

Implementation of the Mask-R Convolutional Neural Network on Airplane Object Detection
R Rizal Isnanto (Diponegoro University, Indonesia), Ike Windasari (Diponegoro University, Indonesia) 162

Optic Disc and Exudates Segmentation on Retinal Fundus Images Using Mask R-CNN
I Md. Dendi Maysanjaya (Universitas Pendidikan Ganesha, Indonesia), Made Windu Antara Kesiman (Universitas Pendidikan Ganesha, Indonesia), I Gusti
Ayu Agung Diatri Indradewi (Universitas Pendidikan Ganesha, Indonesia) 168

Detecting Retinal Nerve Fiber Layer Based on Texture Features With Gray Level Co-Occurrence Matrix and Machine Learning
Approach
Anindita Septiarini (Universitas Mulawarman, Indonesia), Hamdani Hamdani (Universitas Mulawarman, Indonesia), Emy Setyaningsih (Institute of Science &
Technology AKPRIND, Indonesia), Septya Maharani (Mulawarman University, Indonesia), Aam Shodiqul Munir (Mulawarman University, Indonesia), Edy
Winarno (Universitas Stikubank Semarang, Indonesia) 173

18



Classification of Colorectal Cancer Based on Histological Image Using a Combination of Color Histogram, Haralick and k-NN
Siti Khotimatul Wildah (Universitas Bina Sarana Informatika, Indonesia), Sarifah Agustiani (Universitas Bina Sarana Informatika, Indonesia), Abdul Latif
(University of Bina Sarana Informatika & Yayasan Bina Sarana Informatika, Indonesia), Rangga Pebrianto (Universitas Bina Sarana Informatika, Indonesia),
Fuad Nur Hasan (Universitas Bina Sarana Informatika, Indonesia), Fintri Indriyani (Universitas Bina Sarana Informatika, Indonesia) 179

Product Prediction of Mushroom Agricultural Plants Using Machine Learning Techniques
Andi Saryoko (Universitas Nusa Mandiri, Indonesia), Elin Panca Saputra (Universitas Bina Sarana Informatika, Indonesia), Siti Nurajizah (Universitas Bina
Sarana Informatika, Indonesia), Mawadatul Maulidah (Universitas Bina Sarana Informatika, Indonesia), Nadiyah Hidayati (Universitas Bina Sarana
Informatika, Indonesia) 184

19



 

Betta Fish Image Identification using Feature 

Extraction GLCM and K-Nearest Neighbour 

Classification 
 

Zaenal Abidin  

Faculty of Engineering and Computer 

Science 

Universitas Teknokrat Indonesia 

Bandarlampung, Indonesia 

zabin@teknokrat.ac.id  

Fenty Ariany 

Faculty of Engineering and Computer 

Science 

Universitas Teknokrat Indonesia 

Bandarlampung, Indonesia 

fenty@teknokrat.ac.id 

Rusliyawati  

Faculty of Engineering and Computer 

Science 

Universitas Teknokrat Indonesia 

Bandarlampung, Indonesia 

rusliyawati@teknokrat.ac.id 

Ilham Solehudin 

Faculty of Engineering and Computer 

Science 

Universitas Teknokrat Indonesia 

Bandarlampung, Indonesia 

harloom.developer@gmail.com

Permata  

Faculty of Engineering and Computer 

Science 

Universitas Teknokrat Indonesia 

Bandarlampung, Indonesia 

permata@teknokrat.ac.id 

Akmal Junaidi 

Department of Computer Science 

Universitas Lampung 

Bandarlampung, Indonesia 
akmal.junaidi@fmipa.unila.ac.id  

Abstract— Freshwater fish known as bettas have their 

natural habitats in a number of Southeast Asian nations, 

including Thailand, Malaysia, Brunei Darussalam, Singapore, 

Vietnam, and Indonesia. In addition to having a distinctive 

appearance and personality, this fish is aggressive while 

defending its area. The Betta Fish is distinctive in its size, 

pattern, and body color. It is known that there are 73 species of 

Betta Fish. The main reasons for carrying out this study were 

due to the limitations in recognizing Betta Fish with the human 

eye and to build an initial model for the Betta Fish pattern 

recognition application. The fish data set consists of 300 with 

limited species: 60 Halfmoon Fancy, 60 Hell boy, 60 Red Koi 

Galaxy, 60 Solid Blue, and 60 Yellow Koi Galaxy. This study 

uses three schemes between training data and testing data: 

scheme 1 consist of training data 75% and testing data 25%, 

scheme 2 training data 80% and testing data 20%, scheme 3 

training data 85% and testing data 15%. In the pre-processing 

stage, the scaling, segmentation and gray scale methods are 

carried out. Characteristics of fish features were obtained 

through the gray level co-occurence matrix (GLCM) method 

with angular direction and the K-NN method was used for 

classification with values of k = 1, 2, 3, 4, 5, 6, 7. The results of 

this study show in Scheme 1 the highest accuracy is 92% with k 

= 5 and angular direction is 135 and error rate = 8%, scheme 2 

has the highest accuracy 95% with k = 7 and angular direction 

is 135 and error rate = 5%, scheme 3 has the highest accuracy 

100% with k = 2 and the angular direction is 180 and error rate 

is 0%. 

Keywords—GLCM, K-NN, Betta Fish, Classification, 

Accuracy 

I. INTRODUCTION 

Freshwater fish known as betta fish (Betta sp.) are found 
in a number of nations in their natural habitat. This fish has a 
distinct personality and shape, and it is more aggressive in 
guarding its habitat. Betta fish consists of 73 species and betta 
fishes are divided into 13 groups, while among betta fish fans 

are generally divided into three groups, namely ornamental 
betta fish, fighting betta fish and wild betta fish. Betta fish is 
a type of freshwater ornamental fish that is in demand by the 
public because it has beautiful morphological variations. Betta 
fish have a higher economic value than females because they 
are more attractive and aggressive and have more beautiful 
morphological variations [1]. It proves that there are certain 
characteristics in each species of betta fish. Betta fishes come 
in many sizes, patterns, and colors on their bodies. This makes 
it difficult for us to recognize the diversity of these fish species 
if we do not have knowledge or hobbies. In fact, by classifying 
the types of betta fish, we can get to know more about the 
diversity of betta ornamental fish species.  

Classification is one of the real problems, including in the 
world of education in the field of Biology. So far, we have 
recognized ornamental fish by direct observation with eyes, 
books, and educational videos. This takes quite a bit of time. 
Especially in recognizing the type of betta fish in large 
quantities. The next problem is in the ornamental fish market, 
in the market there are many buying and selling processes 
between sellers and customers. Customers who are very 
expert in general already recognize many types of ornamental 
fish that are good and unique. Meanwhile, new customers who 
want to have ornamental fish will have difficulty knowing the 
type of ornamental fish that is good according to the price 
offered. So we need a way that can recognize and classify the 
diversity of betta fish species effectively, quickly, and 
automatically, especially in the diversity of ornamental fish 
species, namely betta fish.  

Recent research related to the identification of betta fish 
computationally has been carried out by Daffa, Wikky in 2021 
[2] and by Satria, Aviv and Istiadi in 2022 [3]. Daffa and 
Wikky use the Convolutional Neural Network approach, with 
the ResNet-50 architectural model and the RGB colorspace 
type and Adam optimization algorithm. Data augmentation 
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technique is used in research and conducted by Daffa and 
Wikky [2]. Satria, Aviv and Istiadi used the Gabor feature 
approach and Artificial Neural Networks in classifying Betta 
Fish images. Gabor features with CMYK, HSV and RGB 
precision colors. Research results from Satria, Aviv and Istiadi 
show that the Gabor feature with RGB precision color gives 
the best results in classifying Betta Fish [3]. 

II. RELATED RESEARCH 

The use of GLCM features and K-NN methods have been 
widely used by researchers in various objects. Rico and 
colleagues used the GLCM feature and the K-NN method to 
identify butterfly using various angular directions and various 
k values [4]. Research on the identification of a butterfly 
obtained the highest accuracy is 91.1% [4]. The GLCM 
feature and the K-NN method to identify the type of orchid 
and the success rate obtained reached 80% [5]. Meanwhile, 
Neneng and friends use the GLCM or Local Binary Pattern 
(LBP) feature and the K-NN or Support vector machine 
(SVM) method to identify the type of meat [6]. 

Research using GLCM features and K-NN methods were 
found in various international conferences that written by 
various researchers from Indonesia [7]-[10], Malaysia [11], 
Thailand [12], Myanmar [13], Bangladesh [14], India [15][16] 
even Turkey [17]. 

Classification of wood furniture types using GLCM 
features and K-NN methods. The results showed that the 
lowest accuracy was obtained at 50% and the highest was 
77.5% in classifying the types of wood furniture [7]. Human 
nail identification research was also carried out using GLCM 
features and K-NN methods and the highest accuracy result 
was 70.93% [8]. Furthermore, tomato classification and 
Lasem batik classification were also carried out using GLCM 
features and K-NN methods [9][10]. Research on 
identification of blood vessels using images from thermal 
cameras was also carried out using GLCM features and K-NN 
methods [11]. Even the combination of GLCM and K-NN was 
used to identify embryonic development from chicken eggs. 
Observation of chicken embryos was carried out for 18 days 
of egg incubation with 4 stages. Accuracy in stages 1, 2, 3 and 
4 obtained values of 73.33%, 60%, 66.67% and 93.33%, 
respectively [12].  

 In the world of health, GLCM features and K-NN 
methods are used to identify or detect first-stage breast cancer. 
The results of the classification are divided into two, namely 
breasts in normal conditions or breasts in abnormal conditions 
[13]. Detection of an image forgery can be done using GLCM 
features and K-NN methods, the accuracy of the results 
obtained reaches a value of 85.42% [14]. Lung cancer 
classification was carried out using various feature 
extractions, GLCM, LBP and HOG while the methods used 
were K-NN and SVM [15]. Breast cancer, diagnostic research 
was conducted using GLCM, LBP feature extraction, while 
the methods used were K-NN and SVM. The results of the 
accuracy of breast cancer diagnosis with the SVM method are 
96% while K-NN is 100% [16]. Classification of agricultural 
textures such as seeds and leaves using various feature 
extractions, GLCM, LBP and HOG while the methods used 
are K-NN, Neural Network and Random Forest [17]. Research 

using the K-NN method is also used to identify Lampung 
Batik Motifs [18], then the K-NN method along with a 
Principal component analysis (PCA) method is used to 
identify herbal plants [19]. 

III. METHODOLOGY 

The research methodology section discussed the stages of 
conducting research betta fish or siamese fighting fish (SFF). 
The stage includes image collection, scaling, segmentation, 
grayscale, GLCM Feature extraction, KNN classification, 
calculation accuracy level. This study in identifying images of 
betta fish or SFF using the GLCM feature and K-NN 
classification are shown in Fig. 1 below:  

 

Fig. 1. The stages of conducting research 

A. Betta Fish Image Collection Data Training and Testing 

The betta fish images were obtained from fish farmers 
located in Metro City, Lampung province. The location is 
located on Jalan Kebun Cengkeh Metro City. The fish data set 
consists of 300 with limited species: 60 images HalfMoon 
Fancy  in JPG (Fig. 2), 60 images Hellboy in JPG (Fig. 3), 60 
images Red Koi Galaxy in JPG (figure 4), 60 images Solid 
Blue in JPG (Fig. 5), and 60 images Yellow Koi Galaxy in 
JPG (Fig. 5).  

In this study, the distribution of training data and testing 
data are carried out using 3 schemes, namely scheme 1 
consisting of 75% training data and 25% testing data, scheme 
2 consisting of 80% training data and 20% testing data and 
scheme 3 consisting of 85% training data and 15% of testing 
data. The test scenarios consist of schemes one, two and three, 
respectively 25%, 20% and 15% of 300 images of betta fish. 

 

Fig. 2. The sample of Halfmoon Fancy image 
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Fig. 3. The sample of Hellboy image 

 

Fig. 4. The sample of Red Koi Galaxy image 

 

Fig. 5. The sample of Solid Blue image 

 

Fig. 6. The sample of Yellow Koi Galaxy image 

B. Preprocessing 

In the preprocessing section, the betta fish image was  
changed to another form. The results of preprocessing helped 
at the feature extraction stage using GLCM. Preprocessing 
included scaling, segmentation and gray scale. 

a) Scaling : The size of the fish image obtained is 4160 x 

3120 pixels, when the fish is photographed as an image. 

The image is cropped to 256 x 256 pixels so that the 

characteristics of the image appear. 

b) Segmentation :.Separating the foreground from the 

background is the goal of segmentation, which is a step in 

the preprocessing stage.  

c) Grayscale : When an image is converted to grayscale, all 

of the RGB (Red, Green, and Blue) colour information 

from its three image composition matrices is combined 

into a single matrix.. 

C. Feature Extraction using GLCM 

Using GLCM to get feature textures: dissimilarity, 
correlation, homogeneity, contrast, ASM, energy. Visually we 
can distinguish the texture of an image by observing the 
repetition of patterns, spatial distribution, color arrangement 
and intensity. Statistical calculations such as mean, median, or 
standard deviation will not be able to distinguish three images 
above. The three images above have the same color 
arrangement and pixel intensity, but have different spatial 
patterns and distributions that cannot be recognized by 
statistical calculations such as the mean, median, or standard 
deviation so that a Gray-Level Co-occurrence matrix (GLCM) 
appears to solve this problem. Gray-Level Co-occurrence 

matrix (GLCM) is an image texture analysis technique. 
GLCM represents the relationship between 2 neighboring 
pixels that have grayscale intensity, distance and angle. There 
are 8 angles that can be used in GLCM, including 0°, 45°, 90°, 
135° or 180° angles. 

The normalized glcm matrix can get texture metrics such 
as correlation, homogeneity, contrast, energy. Here are the 
formulas for each metric : 

Contrast is used for Measures local variations in the gray-
level co-occurrence matrix. ∑ ��,�(� − 	)��������,���      (1)          

Correlation is used for Measures the joint probability 
occurrence of the specified pixel pairs. 

∑ ��,� �(����)(����)������� ��������,���     (2)       

Energy is used for Provides the sum of squared elements 
in the GLCM. Also known as uniformity or the angular second 
moment.    ∑ ��,���������,���       (3)    

Homogeneity is used for measures the closeness of the 
distribution of elements in the GLCM to the GLCM diagonal.    

∑ ��,���(���)�������,���      (4)       

For i,j are pixel coordinates in the GLCM matrix level is 
the range of gray tones, in digital images 0–255 (level=256) 
and Pi,j is the pixel value at coordinates i,j GLCM matrix.               

D. K-Nearest Neighbour 

 The k-Nearest Neighbor algorithm is a supervised 
algorithm learning technique in which the outcomes of a new 
instance are categorised in accordance with the vast majority 
of the k-Nearest Neighbor categories. This algorithm's goal is 
to categorise new objects using their characteristics and 
training data samples. The Neighborhood Classification 
serves as the new instance value's prediction value in the k-
Nearest Neighbor method. 

 The k-Nearest Neighbor algorithm is a classification 
algorithm based on the nearest neighbor. The example above 
is just a very simple example of implementing this algorithm. 
If in other cases, there are more than 2 independent variables, 
to calculate the distance we can use the Euclidean Distance 
formula. Similar to Pythagoras, only Euclidean Distance has 
more than 2 dimensions. 

 �(�, 	) =  ∑ (�! − 	!)�"!��  (5) 

IV. RESULTS AND DISCUSSION 

The experiment of research of betta fish image 
identification was carried out by doing only one of treatments. 
The angles used in feature extraction using GLCM are 0°, 45°, 
90°, 135°, 180°. The k values used are 1, 2, 3, 4, 5, 6 and 7. 
The composition of the training data and testing data is made 
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in three schemes, namely scheme one which is 75% : 25%, 
scheme two is 80% : 20% and scheme three is 85% : 15%. 

A. Scheme One 

Scheme one uses a comparison between training data and 
testing data, which is 75% : 25%. So, the amount of training 
data used is 225 pictures of betta fish and the amount of testing 
data used is 75 pictures of betta fish. The test uses five of angle 
orientation,  namely 0°, 45°, 90°, 135°, 180°and the test results 
are presented in Table I below. 

TABLE I.  RESULT FROM SCHEME ONE 

 

Table I shows the results of accuracy in each experiment 
on each k value. From table 1, it can be seen that the highest 
accuracy value is 92% with a value of k = 5 and the smallest 
accuracy value is 81% with a value of k = 7 at the orientation 
of the 0°, 45°, 135° angles. Visualization of Table I can be 
presented with the figure 7 below by looking at the orientation 
of the 0°, 45°, 90°, 135°, 180° angles. 

 

 

Fig. 7.  Distribution of accuracy values on all angle orientation values 

It can be seen from the figure 7 that the accuracy value at 
the orientation of the 0°, 45°, 90°, 180° angles and above 80% 
with the highest value of 92% except at the 135° angle with 
the value of k = 3 being below 80%. 

B. Scheme Two 

Scheme two uses a comparison between training data and 
testing data, which is 80% : 20%. So, the amount of training 
data used is 240 pictures of betta fish and the amount of testing 
data used is 60 pictures of betta fish. The test uses five of angle 
orientation, namely 0°, 45°, 90°, 135°, 180°and the test results 
are presented in table 2 below.  

 

TABLE II.  RESULT FROM TWO SCHEMES  

 

Table II shows the results of accuracy in each experiment 
on each k value. From table 2 it can be seen that the highest 
accuracy value is 95% with a value of k = 7 and the smallest 
accuracy value is 78% with a value of k = 3, 6, 7 at the 
orientation of the 0°, 45°, 135° angles. Visualization of table 
2 can be presented with the figure 8 below by looking at the 
orientation of the 0°, 45°, 90°, 135°, 180° angles. 

 

 

 

 

 

 

 

 

 

Fig. 8.  Distribution of accuracy values on all angle orientation values 

It can be seen from the figure 8 that the accuracy value at 
the orientation of the 0°, 45°, 90°, 180° angles and above 80% 
with the highest value of 95%. 

C. Scheme Three 

     Scheme three uses a comparison between training data and 

testing data, which is 85% : 15%. So, the amount of training 

data used is 255 pictures of betta fish and the amount of 

testing data used is 45 pictures of betta fish. The test uses five 

of angle orientation, namely 0°, 45°, 90°, 135°, 180°and the 

test results are presented in Table III below. 

TABLE III.  RESULT FROM THREE SCHEMES  
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Angles 
Betta fish classification accuracy with 25 % testing data 

k =1 
k =2 k =3 k =4 k =5 k =6 k =7 

0o 0.88 0.85 0.87 0.87 0.83 0.88 0.81 

45o 0.85 0.87 0.88 0.87 0.87 0.84 0.81 

90o 0.85 0.88 0.88 0.83 0.91 0.87 0.87 

135o 0.91 0.91 0.79 0.84 0.92 0.87 0.81 

180o 0.88 0.84 0.83 0.83 0.88 0.85 0.85 

Angles 
Betta fish classification accuracy with 20 % testing data 

k =1 
k =2 k =3 k =4 k =5 k =6 k =7 

0o 0.90 0.82 0.83 0.88 0.90 0.87 0.78 

45o 0.90 0.85 0.92 0.87 0.80 0.78 0.85 

90o 0.90 0.88 0.82 0.80 0.90 0.93 0.88 

135o 0.87 0.87 0.78 0.85 0.85 0.92 0.95 

180o 0.87 0.83 0.88 0.88 0.85 0.85 0.83 

Angles 
Betta fish classification accuracy with 15 % testing data 

k =1 
k =2 k =3 k =4 k =5 k =6 k =7 

0o 0.87 0.96 0.78 0.82 0.91 0.84 0.89 

45o 0.89 0.87 0.84 0.84 0.84 0.84 0.87 

90o 0.87 0.91 0.82 0.82 0.89 0.87 0.91 

135o 0.91 0.78 0.76 0.78 0.91 0.93 0.84 

180o 0.87 1 0.78 0.89 0.87 0.87 0.93 
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      Table III shows the results of accuracy in each experiment 

on each k value. From Table III, it can be seen that the highest 

accuracy value is 100% with a value of k = 2 and the smallest 

accuracy value is 76% with a value of k = 3 at the orientation 

of the 180° and 135° angles. Visualization of Table III can be 

presented with the figure 9 below by looking at the 

orientation of the 0°, 45°, 90°, 135°, 180° angles. 

 

 
Fig. 9.  Distribution of accuracy values on all angle orientation values 

It can be seen from the Fig. 9 that the accuracy value at 

the orientation of the 0°, 45°, 90°, 180° angles, the average 

almost 90% with the highest value is 100%. Based on the 

results of scheme one, scheme two and scheme three, it can 

be concluded or summarized in Table IV below. It can be 

seen that the addition of training data has the effect of 

increasing accuracy in the identification of betta fish. 

TABLE IV.  COMPARISON RESULT FROM SCHEME ONE TWO THREE 

 

 

 

     Betta fish research using K-NN and GLCM feature 

extraction is proven to provide quite competitive results, 

when compared to using CNN [2] or Artificial Neural 

Networks [3]. The addition of the amount of training data is 

proven to have an effect on increasing accuracy with the 

amount of data as much as 300 images. 

V. CONCLUSIONS 

       The conclusion of this study is based on research that has 

been carried out and GLCM feature extraction and the K-NN 

method have proven successful in classifying betta fish 

images with the highest accuracy value at 100% with a value 

of k = 2 and an angle orientation value of 180° . The effect of 

adding training data provides evidence of an increase in the 

value of classification accuracy. 
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