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Abstract. Missing values in strip plot design cause an unbalanced design. As a result,
several problems occur in analyzing the data. This paper presents the estimation of two
and three missing values from strip-plot design with the fixed model using the Yates
approach. However, the estimation toward the missing values in strip-plot design causes
bias on the treatment mean squares which is shown by its expected value. To omit the
bias caused by the estimated values, a procedure of Satterthwaite-Cochran
approximation is applied. The procedure corrects the bias and gives an adjusted analysis
of variance for the hypothesis test.

1. Introduction

In an experimental study, an experiment must be designed following the objective of the research.
Experimental design refers to an exact implementation of program planning in the form of an experiment
chart and is used to collect data in the study. Although the experimental design has been sﬁp well,
practically missing data in experimental results are often found and it is likely to occur in®strip-plot
design. The missing data in a strip plot design cause several problems in analyzing the data. The
problems are raised by the treatment which is not orthogonal toward replication causing some treatments
that are not applied to all replication. Therefore, the estimation of missing data in strip-plot design is
necessary to be done.

The study of missing data analysis in experimental designs with various approaches has been an
interesting topic in statistical research, one can see e.g. [1-6]. A method developed by Yates [6] can be
used to estimate those missing data. The Yates’ method is simple, i.e. the missing value is estimated
based on the available observation; thus, mean square error turns unbiased and remains the same as it is
in the gained observations. However, this approach results in the bias of other mean squares parameters.
As a consequence, this will lead to biased hypothesis testing. Thus, adju testing is urgently required.

In this paper, we present the estimation for three missing data cases irfstrip plot design with the fixed
model using the Yates approach and show the biased treatment mean square resulted from the Yates
approach through its expected value. We use the Satterthwaite-Cochran approximation to correct the
bias.

Strip plot design refers to experimental design involving two structure treatments, factors A and B,
in which the accuracy of their interaction effect is more prominent than the effect of each factor. Factor
A is with a level, factor B is with b level, and the experiment unit is clasgified into r block. The linear
model of strip plot design with the basic design of random block design iS%s follows:

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
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Yijeg =+ K + 7 + i + 8 + @i + vij + €ijic
with i = 1,2,,a.j = 1,2, -, b k = 1,2, ,7 )

in which Y, denotes the observation value on i-th level factor A, j-th level factor B, and k-th block; u
is the general mean, K is k-th block effect, z; is the effect of the i-th level of factor A, §; is the effect of
the j-th level of factor B, y;; is the interaction effect between the i-th level of A and the j-th level of B,
;. is the error effect on the i-th level of A and k-th block, ¢y is the error effect on j-th level of B and
k-th block, ;i is the error effect on i-th level of A, j-th level of B, and k-th block. Assumptions for the
linear model (1) are as follow:

LYEti= 2008 = Yheo K = X1 vij = Xhaq vij = 2o X2o1vij = 0.
2. 95~N;;a (0, 09%), ix~Niiq(0,0,2), and &;;,~N;;4 (0, 02).

The sum square of each component in the model is obtained using the following formula:
Sum square total (SST):

a T YZ
B %
SST—ZZZYUR—% )

Sum square of the block (SSK):

SSK = —Zb = — W (3)
Sum square of factor A (SSA):
(_1_ Y_Z YZ
_ &i=1 .
SSA =T " abr )
Sum square error of factor A (SSEa):
a yr_, Y3 @ Y: ¥r_,vi Y2
SSEq = L—lzlic—l ik L;Jlr i k;;) .k E (5)
Sum square of factor B (SSB):
¥ vE
SSB = —/—= — — 6
ar abr (6)

Sum square error of factor B (SSEb):

b T 2 b 2 T 2 2
7=12k=1Yjk 2= Y D= Vi + Ye
a

SSEb = 7
ar ab abr @
Sum square of interaction between factor A and factor B (SSAB):
a 12@ 1 2 a 1Y'2 b 1Y? Y2
SSAB =—+-—=— . ==l L - J, (g
r br ab abr ®
Sum square error:
a b r 9 b y2 b 2
SSE — 2 sz _ i=1 Zj:l Yl] _ Zg:l r:]_ lllzk o j=1 Z;:l Y]k + Zlq=1 le +
ij
i=1 7=1 k=1 r g br
b 2 2

ar ab abr
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The analysis of variance and its expected mean squares for complete data with the fixed model are
presented in Table 1.

Table 1ﬂnalysis of Variance (ANOVA,) for Strip Plot Design
Sum of Mean

Source of Degree of Expected Mean squares

. Squares  squares(MS) F-value
variance  freedom (Df) (SS) —5S/Df (E(MS))
Block -1 SSK MSK - —
A a—1 SSA MSA s a 1,2 MSA
of + b0'19 + brm MSEa
Error A (a—1)(  SSEa MSEa oZ + bo} -
-1)
B b-—1 SSB MSB , , Z?zl 5j2 MSB
o taoy + ar—(b D MSED
Error B (b—1)(r  SSEb MSEb o? + aog —
-1)
AB (a—1)(b SSAB MSAB ) i Z?=1‘yi ; MSAB
Error (a—1)(b SSE MSE o2 —
- -1
Total abr — 1 SST

2. Methods
In this paper Yates approach [7] is used to estimate two and three missing data cases in strip plot design.
The Yates approach estimator is obtained through mathematical calculation by differentiating partially
SSE toward the missing data and equating it by zero, i.e.
JdSSE
=0
Yk

to obtain ¥; ji that minimizing SSE. Without loss of generality, here we set a =3, b =4 and r = 3 and
the two and three missing values are {Y;11 ,Y222} and {Y111 Y222, Y333} respectively. Let Y;j;~ denotes
the values available in the data.

Furthermore, the bias of treatment mean squares caused by the estimation of missing values is
obtained by comparing expected mean squares in strip plot model comprising two and three missing
data with expected mean squares in complete data. Then, to omit the bias, adjusted variance analysis is
done by using Satterthwaite-Cochran approximation [8].

The Satterthwaite-Cochran approximation for linear combinations of means squares can be described

as follow. Suppose M, My, ..., My are independent mean squares and that
diMi 2 P —
rany ~ Xdi V i=12..k.

It follows that

E (%) =d,, Var(%) = 2d;, and Mi“'E(dAji) Xd;
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for all i =1, 2, ..., k. The Satterthwaite-Cochran approximation works by assuming that M is
approximately distributed as a scaled 2 like each of the variables in the linear combination above. One
can see e.g. [9]-[10] for more details on the approximation.

3. Result and discussion

3.1.Estimation result
For two missing values Y;41 and Y5, the SSE in (9) can be rewritten as follow

a a b
1 * *
SSE = Y111° + Ya2,” Z Z Z Yuk 7 (Y111 + Y112 + (Vpp 4+ Y22 )% + Z Z Yij.2
=3 = k=1 i=3 ]:3

(Y111 +Y11)% 4+ (Yoo + Yoo )2+ZZsz

LSk

= c-l»—k

3 (Y111 +Y11)% + (Yazo + Y22 )% + Z Z Y.jk2

j=3 k=3

1 *3 2 *\ 2 2
+ o (Y111 + Y1)+ (Yoo + Y2 )% + Z Y;.
j=3

1 42 £32 Y 2
+E Y11+ Y1)+ (Yoo + Y5, 7)% + Z Y
i=3

T
b (Y111 + Y12 4+ (Yoo + Y21 + Z Y
k=3

1 .
~ Zbr (Y111 + Yopp +Y..7)2 (10)

The first derivatives of (10) with respect to Y517 and Y,,, give respectively;

9SSE 2 2 )
3y, =2V —— (Y + Y41.) — _(Y111 + Y11 ) — (Y111 + Y11 ) + (Y111 +7.)+
111 r
_(Y111 +Y.") 5 (Y111 +Y,") - p” (Y111 + Yy +7.7) (11)
9SSE 2 2 2 2 )
Y% = 2V == (Yoo + Yzz ) — —(Yzzz + Yzz ) — —(Yzzz +Y3)+ b_(yzzz +Y,7)+
222 r r

2 .
— (Yzzz +Y,7) 5 (Yzzz +Y,) - oy — Y111+ Yo +Y.7)  (12)

Equalizing (11) and (12) with zero for minimizing SSE we obtain:

Vi; =[(a= Db - 1) —1)(abYyy  +arYy "+ brYy @y aly.” —bYy" —rY ") + abYy,”
+arYy,  +brYy  —a¥, " —bY,  —rY, + {a— Db -1 —1)+13Y.7]

/la=DB-Dr -1 —-1[e-DGB-DE—-1)+1] (13)

and

Vazo = [(@a—1D(b— D(r — D(abYyy" + ar¥y,” + br¥y," — S —DbY, 1Y) +abYyy”
+arY; "+ brYyf —aVy —bY; " —rY T+ {la—- DB -1 —1) +1}Y.7]
/lla=DB-Dr -1 -1[a-DB-DE -1 +1] (14)
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For three missing values Y;14 , Y222 and Y333 , we rewrite the SSE as follows

SSE = Yi11% + Ya25° +Y333 +ZZE ijk

1
—=| (Y111 +Y11.) 2 + (Yazz + Y22 )% 4 (Y333+Ys3 ")

MQ
pjw

r .
i=4 j=4
1 - a T
3 (Y111 + V11?2 + (Yozp + Yo 27)% + (Yazz + Y337)2 + Z Ysz]
] 2 k=4

*;Mw”
M1+
i

=
If
IS

1 * * *
3 (Y111 + Y11 + (Yazo + Y22 )% 4+ (Y333 + Y337)2 +

+— (V11 + Y1)+ (Yoo + V2. )2 + (Yazz + Y3 )2 + Z Y?

i=4
b

+—| (V111 + Y1)+ (Yazo + Y2 )2 + (Y333 + Y3 )2 + Z Y]2
=4

r T
+— | (Y111 + Y1)+ (Yoo + Y2 1)2 + (Yazz + V372 + Z Y%c]

- —T(Y111 + Yppp + Y333 + V..7)? (15)

The first derivatives of SSE in (15) with respect to Y714, Y22, and Y333 give respectively;

IJKG 2 2 2 .
EYAN 2Y111 — —(Y111 +Y1) - —(Y111 +Y1)— —(Y111 +Y11)+ b_(Y111 +7.7)
111 ) r
+ _(Y111 +Y.") + (Y111 +Y19) - “br —— (Y111 + Yaoo + Ya33 + ¥.7) (16)
AJKG 2 2 2 2 .
Py = 2Y50, — _(Yzzz +Y27) — _(Yzzz +Y227) — _(Yzzz +Y327) + - (Yzzz +Y,)
2
+ _(Yzzz +Y,5) + (Yzzz +Y,)— _(Y111 + Yoy + Ya33 +Y..7) 7)
dJKG 2"
W 2Y333 — —(Y333 +Y33") — —(Y333 +Y337) — —(Y333 +Y33") + b—(Y333 +Y3.")
Y333 r

+ _(Y333 +Y3") + (Y333 +Y3") - _(Y111 + Yo + V333 +Y.)  (18)

Applying Zi—jﬁ = 0to (16), (17) and (18) gives the three estimates of the missing values as follow
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SSE Y111 +Y222 +Y333 +ZZZ ijk
b

1 * * *
——| (V111 + Y11.) %2 + (YVapp + Y22 )% + (Yazz+Y33 )2 + ZZ Y3
i=4 j=4

Q

<

a
——| (Y111 + Y11)%2 + (Yazz + Y22)% 4+ (Ya33 + Ya337)2 + Z Y2
| i=4 k=

U‘
<
kS

1 * * *
3 (Y111 + Y11)? + (Va2 + V22 )? + (Ya33 + Y337)? + Z Z YJZ

4l=a
1] @
+ br (Y111 + V1.2 + (Yoo + Y2, )% 4 (Yazs + ¥3.)* + § Y?
1 2 32 N2 § 2
+ o Y111+ Y1)+ Yoz + Y2 )"+ (Yazz + Y3 )%+ ) Y5
1 2 )2 2 E 2
+ b Y111 +Y1)%+ (Yoo + V)" + (Va3 + Y37)° + Y%
1 . B
——— Y11 + Yoo + Y333 + Y.7) (19)
abr

The first derivatives of SSE in (15) with respect to Y111, Y22, and Y335 give respectively;

AJKG 2 2 2 2 )
= 2Y111 — —(Y111 +Y1) - _(Y111 +Y1)— —(Y111 +Y11 )+ =W+ 1))
2 *
+ — (Y111 +Y.") + (Y111 +Y,") - W(Ylll + Yo + Vi35 +Y.7) (20)
AJKG 2 2 2 2 .
= 2Y52, — —(Yzzz + Y ) — —(Yzzz +Y2) — —(Yzzz + Y2 ) + =Y +Y5.7)
+ _(Yzzz +Y,5) + (Yzzz +Y,") - _(Y111 + Yoo + Y33 +1.7) (21)
AJKG 2 ,
o — = 2Y333 — —(Y333 +Y337) = —(Y333 +Y337) — —(Y333 +Y33) +— (Y333 +Y5")
0Y335 a br
2 2
+ _(Y333 +Y3") + (Y333 +Y3") - _(Y111 + Yo, + V333 +Y.)  (22)
Applymg E’Sﬂ = 0 to (16), (17) and (18) gives the three estimates of the missing values as follow

Vi =[{@— DB -D@r —1) — 1}(abYyy  +ar¥y " +brYy " —a¥y —bY, " —rY ")
+ab(Yy, +Y33) +ar(Yo," + Vas@pt br(Yyy" +Yz3) —a(Y, " +Y37)
—b(Yy, +Y3 ) —r(Y +Y3)+{la-DB-DE -1 +137.7]
/{Ha-Db-Dr-D+1H{@-DOBb-1D(F—-1) —2}] (23)
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Voro =[{a—D(b— 1)(r— 1) — 1} (abYyy + arYy, + br¥y," —aY, " —bY, " —1Y,")
+ ab(Yi +Ys3") +ar(Yi, + Y@ +br(Yi," +Y33") —a(Vy" + Y3 )
—b(Y + Y3 ) —r(Y  +Y3)+{a-DB-DE -1+ 137.7]
/Ha@-Db-Dr-D+1H{@—-D0b-1DE—1) —2}] (24)

Va3 = [{(a=1D(b—1D(r—1) — 1}(abYsz " +@@Yss" + br¥ss" —a¥s " —bY3 —rY3") +
ab(Yi1." +Y22.") @ (V11" + Yo )+ br(Yi" + V) —a(Vy, " + Y, ) —b(Y" +Y,") —
r(V; +Y,)+ {la-DG-Dr-D+ 1Y /{Hla-DOb-D0r -1 +1Ha- Db -
D(r—-1)—2}] (21)

3.2.Expected Mean Squares
Below we provide the expected mean squares for complete data with fixed model (1) for the case of a =
3,b=4andr=3.

Table 2. The expected mean squares for complete data with a=3,b=4andr=3.

Source of

Variance df - MS E(MS)
Block 2 MSK -
A 2 MSA o2 + 402 + 62 7,2
i=1
Error A 4  MSEa 02 + 40}
B 3 MSB o +305+3 ) 6
j=1
Error B 6 MSEDb o? + 305
1 3 4-
AB 6 MSAB o2 + EZ Z
i=1j=1
Error 12 MSE a2

&€

When there are missing values in strip plot design, the expected mean squares is obtained by substituting
the linear model for the estimated values and the linear model for the sum of the available observations
into Equation (2) to (9), then divided by its degree of freedom, i.e. the degree of freedom for total error
subtracted by the number of missing values. Then, the expected mean squares are found. We
successfully obtained the expected mean squares for two and three missing values cases and we present
the summary in Table 3 and Table 4.

Table 3. The expected mean squares for data with two missing values

Source of
Variance df MS E(MS)
Block 2 MSK -
166
A 2 MSA mgg +4'O'19 +6ZTL
335
Error (a) 4 MSEa — 02 + 40}

286
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B 3 MSB
Error (b) 6 MSEDb
AB 6 MSAB
Error 10 MSE
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4

499 ,

—429082 + 305 + 325]-
j=1

502
129 o? + 30}
4

502 , 1% ,
AP IRD
i=1j=1

of

Table 4. The expected mean squares for data with three missing values

Source of Df MS E(MS)
Variance
Block 2 MSK -
16 , N
A 2 MSA Ea§+4aﬁ+62‘ri2
i=1
329
Error A 4 MSEa 260 % + 40y
161 =,
B 3 MSB ma§+30£+326]
j=1
82
Error B 6 MSEb gag + 305
MSA 82 , 1 o )
AB 6 B aO’s + EZ 2 yij
i=1j=1
Error 9 MSE o

In Table 3 and Table 4 the expected mean square error of data with missing values gives the same result
as the expected mean square error of complete data in Table 2, namely o,.2. Therefore, it is revealed that
the estimation of missing values using Yates approach gives an unbiased mean square error. However,
there are biases in treatment mean squares. In our cases here, the bias occurs in MSA, MSB and MSAB.
The biases for two and three missing values data are summarized in Table 5.

Table 5. The bias of the mean squares

MS Two missing values  Three missing values
MSA 23/143 = 0,161 3/13 = 0,231

MSB 70/429 =~ 0,163 31/130 = 0,238
MSAB 71/429 =~ 0,165 17/65 = 0,262

In order to omit the bias, the Satterthwaite-Cochran approximation is applied and described in the

following section.

3.3.Bias correction of mean squares
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Following Bancroft [11], the biases of the treatment mean squares are corrected by using Satterthwaite-
Cochran approximation. The procedures for the two missing values case are as follows;
i. For factor A,

23
MSAqqj = MSA = — = MSE,

and

49
MSEaqq; = MSEQ — = MSE.

Thus, the expected values of adjusted mean squares factor A and adjusted mean square error factor A
are obtained as follows

3
E(MSAuq4)) = 0.2 + 4092 + 62 ;2
i=1
and

E(MSEagg;) = 0.% + 40y°.

Then the F-test statistics for factor is:
MSAqq;

~ MSEagug;
with degree of freedom for the numerator and denumerator are 2 and 4 respectively.

!

ii. For factor B,

70
MSByqj = MSB — o= MSE,

and

73
MSEbqq; = MSEb — - MSE.

Giving expected values:

4
E(MSEqq;) = 0.% + 30,2 + 32 &
j=1
and

E(MSEbgq;) = 0. + 30,2
Then the F-test statistics for factor A is:
MSBggq;
~ MSEbgq;

!

with degree of freedom for the numerator and denumerator are 3 and 6 respectively.
iii. For interaction between factor A and factor B,
MSABgq; = cMSAB

29

with c= :E , then the expected values of MSAB is:

E(MSAByq;) = 0.2 + 3,

where ¥, = % 2 Zj?zl ¥ij>. Thus the F-test statistics for Interaction between factor A and B is:
o MSEAB,4;
- MSE

with degree of freedom for the numerator and denumerator are 6 and 9 respectively.
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Now we have the expected values of adjusted mean squares are the same as the expected mean squares
for complete data in strip plot design. For the case of three missing values, the adjusted mean squares

for each treatment are obtained using the same procedure above, i.e.

i. For factor A,

and

ii. For factor B,

and

3
MSAgq; = MSA — — MSE,

13

69
MSEaa,; = MSEa — — MSE.

260

31
MSB,qj = MSB — —— MSE,

130

17
MSEbgq; = MSEb — — MSE.

65

iii. For interaction between factor A and factor B,

MSABqq; = cMSAB, with ¢ = 2~

65

We summarize the adjusted analysis of variance for the cases in Table 6.

1524 (2020) 012049  doi:10.1088/1742-6596/1524/1/012049

Table 6. Adjusted Analysis of Variance using Satterthwaite-Cochran Approximation

Source of Mean squares E(MS)
. df o .
Variance Two missing values Three missing values
Block 2 MSK MSK -
23 3 >
A 2 MSA —EMSE MSA —EMSE o + 40} +6erl-2
1=
Error A 4 MSE 9 MSE MSE 09 MSE 2 + 40
- - o, o,
“~ 286 “ 260 s
70 70
B 3 - - 02+302+326-2
MSB — = MSE MSB — =5 MSE 2 7 2, )
Error B 6 MSEb 73 MSE MSEb 73 MSE of + 303
429 429 ¢ ; e
429 429 ) 1 )
AB 6 MmsAB == MSAB o2 + 52 Z Vi
i=1j=1
Error 12 MSE MSE a2

4. Conclusion

In this paper we show that the estimation toward several missing values in strip plot design using Yate’s
approach gives biased treatment mean squares. Then we described the bias correction using

Satterthwaite-Cochran approximation and it is shown that the procedure successfully omits the bias.

10
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