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GBSTRACT

The aims of this study are first to build the linear model of the fixed effect three level nested design. The model is
nonfull column rank and has a constraint on its parameters; second is to transform the nonfull column rank model with a
constraint into full column rank and unconstraint model by using method of model reduction; and third is to derive
statistics for testing various hypothesesby using Generalized Likelihood Ratio (GLR) test and to derive the ratio of linear
function of parameters by using Fieller’s Theorem. Based on the full column rank and unconstraint model the analysis to
be conducted is: to estimate the parameters, to derive statistics for testing various hypotheses and to derive confidence
intervals of the ratio of the linear function of parameters. The estimation of parameters and the statistics for testing some
hypotheses are unbiased. Based on the simulation results, it can be shown that the tests are unbiased and in line with the
criteria given by Pearson and Please. The simulation results for the (1-a) confidence interval of the ratio of the linear
function of parameters tau (t;), beta (Bjs) and gamma (yyg) are presented for different values of p’s and in all cases the
values of p’s are contained in the 95% confidence intervals.

Keywords: nonfull rank model, full rank model, model reduction, estimation, testing hypotheses, ratio, linear function, parameters.

1. INT UCTION i=12..a
general linear model Y = X6 + €, sometimes o ' y - )i=12,..b

the design matrix X is not full column rank. This condition Yijiw = K+ T+ Bjay + Vi) + € k=1,2,..c M

implies that the estimation of parameter 6 is not unique. l=1,2,..n

There are some available methods to deal with this

condition when the design matrix X is not full column
rank. Among others the methods are mean model approach
[1, 2], reparameterization approach [3, 4], and model
reduction method[5] are used. Mustofa et al [6] in their
study has discussed the transformation from constrained
model into unconstrained model in two way treatment
structure with interaction by using model reduction
method. Mustofa er al [7] in their study discussed the
combination of randomized complete block design
(RCBDs) by using model reduction method. Mustofa et
al[8] in their study have discussed the application of
model reduction method to deal with the ratio of linear
function of parameters in combination of two split plot
designs.

In this study the authors would like to discuss the
application of model reduction method [5] in fixed effect
three level nested design, First, it will transform the
constrained model into unconstrained model, and then will
be discussed the estimation of parameters, testing
hypotheses, and ratio of linear function of parameters in
the unconstrained model by using Fieller’s Theorem [9,
10].

2.MO REDUCTION METHOD
e linear model of the fixed effect tree level
nested design is given below:

where Yy ige i-th observation from factor A, the j-th
observation from factor B, the k-th observation factor
C and the 1-th replication, u is grand mean, Tmhe i-th
effect of factor A, Bj(;) is the effect of the j-th factor B
nested into i-th factor A,y is the k-th effect of factor C
nested within i-th factor A and j-th factor B, and & is
the error anﬁjkl has a distribution N(0,02) [11, 12].

Foitie fixed effect model it is assumed that the
model (1) has a restriction as follows:

Yt =0; XaBin=0Vi; XyBiwm=0V;
Yh=1Ykaj) =0 Vi,j; Xis1Vka) =0V k;
Y1 Y@y =0 Vi k )

In the matrix form (1) and (2) can be written as

follows:
Y=X0+¢ 3
Constraint G = 0
where
X = [1abcn Ia &® 1bcn Iab &® 1cn Iabc ® ln]

0= [ﬂ' T1,T2--'Ta'ﬂ1(1),ﬂz(1) ---:ﬁb(l)'ﬁl(z)ﬁZ(Z)--'ﬁb(Z):--'ﬁl(a)v
Bi@) Ba(a) -+ Bb(a) Y111y Y2(11) = Ye(11) Y1(12) Y2(12) =
Y2@12) = Ye(12) = Y1(1b),Y2(1b) =+ Ye(1b) V1(21), Y2(22)- - »
Ye@2)r -+ 1 Y1@2b) Y2(2b)s > Ye(2b)r -+ V1(a1),Y2(a2) =1 Ye(a2) -
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Yi(ab)Y2(ab) - - Vc(ab)]

model (3) into unconstrained model, method of model
reduction [5] is used. First it is to transform the parameter
0 into 6, by using permutation matrix T as follows:

0 1:1 01><ab leabc
G = Oaxl Oaxa Iaéal;J Oaxabc
. 6,=T6O 4
011b><10ab><a Oabxab [ab ®1c ! @
1,is nx1 unit matrix, I, is nxn identity matrix, and @ is and T'T = Iy oy sapest
KroneckerProduct[244 13]. From (4) we have
Model (3) not full column rank and has
constrained on it parameters. To transform the constrained
0 (1 le(a—l)) 01xab 01xabc
0a><1 0a><a Ia®(1 le(b—l)) 0a\><a\bc
Oabx1 Oabxa Oabxab Iab@(l le(c—l))
T = 0(a—1)><1 (O(a—l)xll(a—l)) O(a—l)xab O(a—l)xabc
0a(b—1)><1 Oa(b—l)xa Ia®(0(b—1)x11(b—1)) Oa(b—l)xabc
Oab(c_l)X1 Oab(c—l)xa Oab(c—l)xab Iab®(0(c—1)><11(c—1))
1 lea leab leabc
0 = [71'31(1)»--ﬁ1(a)»y1(11)'--V1(1b)'--V1(a1)'--'V1(ab)'T{1}: v =] ®( 1, )
By - Bra@p Yaan) - Yaamy - Yaany - » Yiaan)p 4l 3 7 fab Oc-1)n
where v _< Openx(a-1) )
T(1} = (TZ,T3 -,Ta)’ 4 I(a—l) ® 1bcn
[’){1(1)} = (ﬂzu).ﬁs(l) -----.ﬁb(i))’ =] ® Ocnx(b—l)
ﬁ _ ( )l 5~ fa I ® 1
1@y = Bz B3y - Poa) (b-1) cn 0
Yaany = (V2(11)'V3(11) -----’Vc(11))’ ¥, = Iab@(l "X(Cél)l )
Yaapy = (V2(1b),)’3(1b) ----"yc(lb)), (e=1) n
=(y y v Ye)' ..
Yii(a) 2(a1)s F3(a1) oo Fe(al)) Then we partition X;, G;, and 6, as follow
Y{i(ab)} = (yz(ab)'VS(ab) -"--'yc(ab)) X, =[X11 Xi2]
Gy = [G11 Gio]
Now (3) become 0, = [611 612]
Y = X]_Hl + ¢ (5)
Constrained G,6; =0 where
where X; = XT', G, = GT' and 8, = TH. X.=[% ¥ %] (6)
So we have
, , , Xip=[% ¥ Flgyenl @)
1 0, (0 Ta-1) Og(p-1) Oab(c-1) 0
G, =10, I, Oaxab Oax(a—l) Ia®1l(b—1) Oaxub(c—l) 0, [ 1 0; :lb
Oab Oavxa  lab  Ogpxa-1) Oabxap-1) lap®Lie-gy Oab Gy, =0, I, Ouxan 8)
0 0 I
=% ¥ ¥V % %% Lo Sap b Tab
where 1(a—l) a(b-1) Oab(c—l) 0
!
¥ _( 1bcn ) Gip = Oax(a—l) Ia®1(b—1) Oaxab(c—l) Oa ()
1 O(a—l)bcn1 _Oabx(a—l) Oabxa(b—l) Iap ®1I(c—1)0ab
W = | ( cn )
2 a ® O(b—l)cn
011 = [t1, Bic1ys - Biay Yi(11ys - - ¥Y1(b)s -» Vial)s -+ Yi(ab))'
012 = [ty Buyy - By Yaany - Yaany - Y@y - i)y Hl’ (10)
From (5) to (10), we apply the method of model Y =X,,04 +¢ 1rn
reduction [5], then we have
where
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Xir = [X12 — X116 Gy] X11G11'G12=X1,G1, and
01, = 012
To find the matrix X;, first it need to find the
matrix Giit. From (8), G;; is an identity matrix with the
order +a + 1, so that
X161y = [ (1emry) P(l®151) P(® 1o1))  Oupen | (12)

From (7), (11) and (12) it is found that

X1r=[(_(1(a‘“®1b°“)) Ia®<—(1(b_1)®1cn)> Iab®(_(1(c—1)®1n)> 1abm] (13)

I(a—l)éalbcn

The parameter vector 6;, = 0, is given by (10).

Lemma 1
Model (11888 full column rank.

Proof

To prove that the model (11) is full column rank,
it is sufficient to show that the rank of matrix X;, is equal
to abc
rank (X;,) = rank (X{,X1,)
X1X1 = Block diag(I';,T'5,T'5,T,)

where:

Iy = [](a—l) + I(a_l)]bcn
Iy = L®[Jp-1) + Ip-n]cn
T3 = Iip®[Je-1) + Ie-p]n
Iy = Lpenlaben = aben

Since I'y,I',,I'5,and ", are nonsingular matrices, then
X1,X1, is nonsingular and has the rank abc.

3. ESTIMATION OF PARAMETER

Model (11) is unconstrained and has full column
rank. By using general Gauss Markov theorem [3, 13], the
estimation of the parameters (11) is unbiased and has
optimal property.
The estimation of 6,, is

él‘r = (Xllrxlr)_lxiry
=X Y (14)

whereX1, = (X{,X1,) _1X1,r

E(élr) = E(Xl_ry)
=XE(Y)

= X7 X1 017
= 01y %)

The variance of 8, is

I(b—1)()§1cn

I((:—1)(>Dln

Var (5) = El13, - 53,8, - £@, )]
= E{[X;,Y = 01, ][X5,Y - 6,1}
= E{[Xy, (X1,01, + &) — 01, ] [X1, (X101, +€) — 01,1}
= E{[X;¢] [X;e ]}
= X5 E(ee)X 1,
= 02(Xy, X))t (16)

Therefore 8, is normally distributed with mean
6;, and variance

Uz(Xlrlxlr)_l a7
The unbiased estimator of o2 is

A 1 ’ _
? = e VI = Xy XY (18)

In the next step below, we are going to check the
characteristic of the estimators. We will check whether the
estimator satisfied the criteria of Uniformly Minimum
Variance Unbiased Estimator (UMVUE) [3]. Namely, we
are going to check:

(i) E(§1r) = 0,, , namely B, is unbiased estimator of 6.
(i) Var(8y,) < Var(6;,), where 87, is the other estimator of
91r

Proof
To prove (i) it is sufficient to show that E (én) =
6;, and the equation (15) has proved it, that is 8, is
unbiased estimator of 6,,.
To prove (ii), let 81, is other unbiased estimator
of 6,,, then we will show that
Var(0,,) < Var(6;,).
Let 6, is written in the form
01, =X +A)Y
where A is abc x abcn matrix, so that
E[61,] =E[X;+A)Y]
= E[(Xl_r + A) Y]
= (Xl_r + A)E[Y]
= (Xl_r + A)Xlrglr
= (X5 X1r + AX1,)01,
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= (I + AX1,)0;,

ince 8, is unbiased estimator, then
E(61;) =064

(I + AX17~)917~ = glr .

Therefore (I + AX,,) =1l and AX;, =0

Var(63,) = E{[67, — E(6;,)][65, — E(67,)]}

= E{[(X;, + A) Y — (I + AX1,)6y,]
(X5 + A) Y = (1 + AX1,)01,] )

= E{[(X1; + 4) (X1,01, + &) — 64,]
(X5 +A4) (X161, +€) — 01,1}

= E{[(X;, X1,01, + X6 + AX,04, + Ag) — 6, ]
(X5 X1, 01, + Xive + AXy, 01, + Ag) — 61,1}

= E{[01, + (XT, + A)e = 61, 1[01, + (X7, + A)e — 01, }

= E{[(X7, + Ae (X7, + Ae] }

= E{(X5 + A)(ee) (X5, +4))

= o2 [X Xy, + X A+ AXD, + AA]

= o [(X,,'X1,) ! + AA]

= 02(X;,'X1,) Ha2AA

=Var (6y,) +o2AA (19)

Therefore (ii) has been proven, Var(élr) < Var(65,).

4. TESTING OF HYPOTHESES

From model (11), we can test some function of
parameters by using Generalized Likelihood Ratio Test
[3], some hypotheses and the statistics to test the
hypotheses are presented in the theorems below.

Theorem 1

In the unconstrained linear model (11), A; is a statistics
test of generalized likelihood ratio (GLR) to test the
hypothesis

Hy: H;0,, = hy against H,: H,0,, # h, (20)
Where

H=[(e-2 ~le-2) Op-gpap-n Oa-2mabie-1) Oa-2pa]

hy = O[a(bc—b—1)—1]><1
and the statistic test is

Ay = (H1§1r)’[H1()’f{rx1r)_iH1’] 1(H1§1r)/df1 @1
Y'U=X1r X5 lY/df2
where df1 is the rank of matrix H;, rank(H,) = a — 2
and df2 is the rank of matrix [I — X;,.X1,.], rank([I —
X1 X57]) = abc(n — 1). Under Hy A has a distribution
F(a-2,abc(n-1y)- and the criteria test is

Reject H, if A; = F(

a:(a—Z),(abc(n—l)))

where F ( is the upper probability poinm’

a:(a—Z),(abc(n—l)))
the central F-distribution with a —2 and abc(n — 1)
degrees of freedom.

Proof

From (11) the random error & is abcn X 1 vector and
has N(0,%), distribution so that Y is random vector
abcn X 1 and has N(X,,6,,, %) distribution. To find the
distribution of Y'[I — X;,X;,]Y the Theorem 2.3.3 ([14],
p. 62) is used and we have to show that the matrix
[I — XX ]2 is idempotent.

Let U; is YKY where K = [I — X;,X1;], since Y has a
multivariate distribution, then there exists a matrix C
nonsingular such that C'C =X. Define the random
variable Z,

Z=(C")"(Y — X1,641) (22)
then Z has N(0,I) distribution. From (22) we have
Y =C'Z+X,,0,, 23)

So that

YKY =(C'Z+ X,0,,)K(C'Z + X1,64,)
= (Z'C + 0, X, )K(C'Z + X,,.0,,)
=(Z'C+6,,X,)CICKC'(CY X(C'Z + X,,64,)
= (Z'+0;,X;,C"YCKC'(Z + () Xy1,64,)
=Z+( )_1X1r91r) CKC(Z + (€)' X1,64,)
=V'B,V 24)

where V = (Z+ (€C)™'X,,0;,) and V has distribution
N((C)X,,6,,,1) also B, = CKC'

B, = BB,
CKC' = CKC'CKC'
CKC' = CKZKC'
C™'CKC'C = C"'CK=KC'C
KY =KIKZ (25)

The equation (25) shows that [I — X, X;]2 is
idempotent. Since X is nonsingular, then

rank(KZ) = rank[K] = rank[I — X, X3, ] .
Since [I — X;,X1;] is idempotent, then
rank(KZ) = tr[l — X, X1,]

=tr(l) — tr(Xy, X1 ")

=tr(l) — tr(Xy,~ X1p)

=abc(n—1)

Based on Theorem 4.4.3 ([3], p.135), U;"ias a Chi-Square
distribution with degrees of freedom abc(n — 1) with
noncentrality parameter equals to zero,

(1=0). (26)

Let U, = (Hlélr)'[Hl(leerr)_lHl']_1(H1§1r) (27

Define ¢, = H,6,, , then the estimator ¢, = @; is

¢ = Hlélr (28)
Substitute (28) into (27), we have

AT ! - 11 .

P1 [Hl (X1rX1r) 1H1 ] @1 (29)
@, is a (a — 2) X 1 random vector and has distribution

N(@1, 0%H, (X1, X,,) " Hy ) (30)

7124



VOL. 11, NO. 11, JUNE 2016

ISSN 1819-6608

ARPN Journal of Engineering and Applied Sciences S

©2006-2016 Asian Research Publishing Network (ARPN). All rights reserved.

www.arpnjournals.com

From (30) by using Corollary 4.2.1.4 ([3], p. 127)
then
’ - ’ -1 A 2
ﬁ@i [HI(XITXIT) 1H1] P1 =% (31
haghi-Square distribution, with the degrees of freedom
(a-2).so that U, has Chi-Square distribution with (a — 2)

degrees of freedom.

Next we will show that U; and U, are independent.
Let L, = [Hl(Xl'err)_lHll]_1 and to show that U; and
U, independent, we have to show that KXL, = 0.
KiL, =1[I _Xlrxlr_]azl[(H1X1_’r)(H1X1_T)']_1
= 0?I[I — Xy, X 1 [(H X))~ (H X5) 7]
0'21[(H1X1_r)'_ (H X137~
, _XITXI_T(Hlxl_T)’_(HlX;T)_]

021[(H1X1_r) _(HIXI_T)_

- XITXI_TX{rHl_ (Hle_r)_]
= o?I[(HX1,) ™ (HX1,)™ — Xy Hy (H, X7,) 7]
o?I[(H,X1,) ™ (HX1,)™ — (HyX1,) = (Hy X1,) 7]
=02%I[0] =0 (32)

Since KXL; =0, we conclude that U; and U, are
independent.

From (26), (31) and (32), A; is the ratio of two
independent Chi-square distributions, therefore under H,
Aq has Fy_g ape(n-1y) distribution.

Theorem 2

From general linear model (11), A, is a
generalized likelihood ratio (GLR) test for testing the
hypothesis

Hy: H,0,, = hyagainstH,: H,0,, # h, (33)
where

Hy = 0ap-2x@-) L®w-2 ~T6-2) Oa-zpxapie-1) Oato-2x1]

hy = O[a(bc—b—l)—l]xl
and the statistic test is

P _ _1 P
_ (HZGIT)’[HZ(X{‘I'Xlr) 1H2’] (H261r)/df3
- Y/ [I-X1r X1, Y /df2

2 (34)
wheredf3 is the rank of the matrix H,, rank[H,] =
a(b—2). UnderH, A, has
distribution. The criteria test is
Reject Hy if A, 2 Fg.q0p-,

an F(a(b—z),abc(n—l))

bc(n—1)))
where F(4.4p-2),(abc(n-1))) ™ the upper probability point

of the central F-distribution with a(b — 2) and abc(n —
1)degrees of freedom.

Proof
Let Uy = (Hy01,) [Hy (X3, X0) By | (Ha0,)  (39)

Define ¢, = H,0,, , then the estimator of ¢, = @, is

‘P N
Oy = Hzélr (36)
Then (35) becomes
P . _ -1 .
o7 [Hz (X1, X1,) 7 H, ] P 37

P,isa(b — 2) x 1 random vector and has distribution
N(9, 02 Hy (X1, X1,) " Hy ) (38)

From (38) by using Corollary 4.2.1.4 ([3], p. 127) then

-1 Uz

1 . ’ _ r
U_Z‘l’z[Hz(XnXlr) 1Hz] b= 7 (39)

hag chi-squares distribution with degrees of freedom
a(b — 2), soU; also has chi-squares distribution.

Next we will show that U;andU; are independent.
Letl, = [H(X{, X,,) ' Hy |
KL, = [I — X4, X1, " 10*1[(Hy X1,) (Ho X1) 171
= 0?1l = Xy, X5 ) [(H,X1) ™ (HX1) 7]
= 0?I[(HX1,) " (HoX1,) ™ — Xup X1, (Ho X1) ~ (H2 X1) 7]
= 0-21[(H2X1_r)’_(H2X1_r)_ - Xlrxl_rxlrerr_(Hle_r)_]
= 02I[(H,X1,) " (H,X1)™ — X1 Hy (H,X1,)7]
= 0?I[(HX1,) " (HyX1,)™ — (HoX1,) ™ (Ho X1) 7]
=cg?%I[0] =0 40)

Since KXL, = 0, then U; and Uszare independent.
From (26), (39) and (40)A, is the ratio of two

independent Chi-Square distributions. Therefore under
HoAz has Fy_3 gpe(n-1y) distribution.

Theorem 3

General linear model (11), Az is Generalized
Likelihood Ratio (GLR) test for testing the hypothesis
Hy: H360,, = hjagainstH,: H30,, # h; 41
where

H = Dape-2x@-1) O@-2xato-) 1p®ie-2) ~le-2) Ogpe-p)]

hs = Oab(c—z)xl
The statistic test is

—~ - -1 —~
_ (301) [Hs(Xxar) s’ (381 /apa
3~ Y'[I-X1, X3, 1Y /df2

(42)

where df4 is the rank of matrix H;, rank(Hs;) =
ab(c —2). UnderH,, A; has F (ab(c-2).abc(n-1))
distribution and the criteria test is

Reject Hy if A3 2 F(a:ab(c abc(n—1)))
where F (4.0p(c-2),(abc(n-1y) © the upper probability point
of the central F-distribution with ab(c — 2) and abc(n —

1) degrees of freedom.
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Proof
. A~ N ) PR TN
Let U, is (H391r) [H3(X1rX1r) 1Hs] (H391r) (43)

Define @3 = H;6,, , then the estimator of g5 = @3 is
@3 = H3§1r' (44)

Substitute the equation (44) so that the equation (43)
becomes

-1

@4[Hs (X1, X1) T Hs | @5 (45)

Pzisa(b —2) X 1 random vector and has multivariate
normal distribution N(¢3,02H;(X1,X1,) " Hs ). (46)

From (46) by using Corollary 4.2.1.4 ([3], p. 127) then
1 ~r . -1 m—1 ~ U4_
;403 [Hs (X1,X17) " Hs ] @3 = o2
has Chi-Square distribution, so that U,also has Chi Square
distribution with ab(c — 2) degrees of fredom. 47)

Next we will show that U; and U,are independent.
’ _ n—1
Let Ly = [H3(X1rX1r) 1Hs]

K3Ly =[I— X1rX1r_10'21[(H3X1_r)(H3X1_r) It
oIl - X Xl [(Hs X)) " (Hs X))
0'21[(H3X1_r)'_ (H3X1)™ — X X1 (HsX1,) ~(HsX;)7]
021[(H3X1_r)'_ (H3X17)™ — X X X1, Hy™ (Hs X 13) 7]
o*I[(HsX1,) ™ (H3X1)™ — Xp Hy (H3X1,) 7]

I[

2][

(H3X1_r)'_(H3X1_r)_ - (H3X1_r)’_(H3X1_r)_]
= 621[0] = 0. 48)
Since KXL; = 0, U; and U, are independent. From (26),
(47) and (48), A3 is the ratio of two independent Chi-
Square  distributions, so  under H,, A3 has
F(ab(c-2),abc(n-1)) distribution.

5. RATIO OF LINEAR FUNCTION OF

PARAMETERS
To build th nfidence interval of the ratio of
linear function of parameters 6, in model (11) is as
follows:
M'6,,
p= N’ellr 49)
where M and N are abcx 1 known vector .
Note that:
_ M'61,—pN161r (50)

ot X xar) T M—2p M (XL Xy )N+ NI X Xy ) NY 2
has t- distribution with abc(n-1) degrees of freedom.
(1 — a)100% Confidence interval for p can be found by
using Fieller’s argument [9]. Let P is the probability, then
l—a=P[-w<Q<w]=P[Qp? +Rp+S<0]

where
Q = (V'8,,)" - w?N'(X}, X,,) 'NG? 51)

R =2[w*M'(X{,X1,)"ING% — (M'8,,)(N'8,,)]  (52)
s =(M'8y,)" - WM (X}, X,,) ' M&? (53)
Let q, r and s denote the value of observation of

the above random variables, then we believe that (1 —
@)100% is our confidence that pcontained by the interval

Y 1
—r—(r?-4qs) '? -r+(r?-4qs) '?
)
2q 2q

(54)

6. SIMULATION

To conduct the simulation, the software R version
3.1.3 was used. In this simulation, for the model three
level nested design model (11), each level of the design is
a=3, b=4 and c=3, while the replication we take for n=2,
n=10 and n= 30, so the vector parameter is

01 = {1273, Ba(1) B2 2y Ba3) B3 1) B32y B33y Bacry Baczy Baca),
Y21y Y2(12), Y2(13), V2 (14) Y2(21), Y2(22), V2(23) Y2(24), Y2(31), V2(32),
V2(33), Y2(34), ¥3(11), V3(12), Y3(13), Y3(14), V3(21), V3(22), ¥3(23), V3(24),
}’3(31)'V3(32),V3(33),V3(34)./1} .

In this simulation the samples replication is 1,000
and the parameter vector is set:

6,,={0.2,0.4,0.2,0.4,0.6,0.8,1,1.2,1.4,1.6,1.8,0.2,0.4,0.6,0.

8,1,1.2, 1.4,1.6,1.8,2,2.2,2.4,2.6,2.8,3,3.2,3.4,3.6,3.8,
4424446485}, The value for variances is set
forc? = 1, and 62 = 9 . To show the unbiased estimate of
the parameter, from the 1,000 replication of samples, we
calculate the following:

é1r(1) + é1r(z) + é1r(3) + .. +élr(1.000)
1.000

E(8,) =

ehe results of the simulation show that the
estimate value 6, from the unconstraint model found
from the application of the method of model reduction [5]
are very close to the values of 8,,.. The estimate values for
the parameter tau (t,,73) are very close to the real values
for different replication of n (Figure 1, 2 and 3). The
estimate values for the parameter a
(B21)s Bz(z): 32(3): 33(1)' [)’3(2)' [)’3(3)' /34(1)‘ ,34(2)' Ba(s),) “dre
very close to the real values beta for different replication
of n (Figures 4, 5 and 6). The estimate values for the
parameter gamma
(V2a11) Y212), Y213y Y214y Y2(21) Y2(22)0 Y2(23) Va(24) Y2(31) Y2(32)
Y2(33), V2(34), V3(11), ¥3(12), 3), V3(14), V3(21), ¥3(22) V3(23), V3(24)
Ya(1) Va(azy Vaasy Yaae) @ie very close to the real values
gamma for different replication of n (Figures 7, 8 and 9).
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Figure-1. The estimate of Tau (a=3, b=4, ¢c=3, n=2).
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Figure-2.The estimate of Tau (a=3, b=4, c=3, n=10).
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Figure-3.The estimate of Tau (a=3, b=4, c=3, n=30).
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Figure-4.The estimate of Beta (a=3, b=4, c=3, n=2).
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Figure-5.The estimate of Beta (a=3, b=4, c=3, n=10)
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Figure-6.The estimate of Beta (a=3, b=4, c=3, n=30).
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Figure-7.The estimate of Gamma (a=3, b=4, c=3, n=2).
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Figure-8.The estimate of Gamma (a=3, b=4, c=3, n=10).
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Figure-9.The estimate of Gamma (a=3, b=4, c=3, n=30).

To test the hypotheses related to parameters Tau,
Beta and Gamma, we define the null hypotheses as
follows:

a) Hy:t, =15 ;against H,: T, # 3.

b) Hy: 62(1) = 62(2) = 62(3) = 33(1) = 33(2) = 33(3) = 64(1) =
Baz) = Ba(z); against
H,:at least one fj(; is different from the others.

¢ Ho:vza1) = Y2a2) = Y2a3) = Y2(14) = Y221) = Y2(22) =
Y223) = V2(24) = Y231) = V2(32) = V2@33) = V234 =
Y3(11) = V3@2) = V3(13) = VY3314) = V3(21) = V3(22) =
Y323) = VY3(24) = V3(31) = V332) = V3(33) = V3(34)

aggmnst
H;qlleast one Yy is different from the others.

To evaluate the size of the test in this simulation,
1,000 data set was used and the size of the test and the
power of the test are calculated for different setting of the
parameters. In this simulation we set some different values
of 02, namely 0% = 2, 02 = 4, and 6% = 6 and different
number of replication n=2, 6 and 10.The size of the test is
given in the following table.

Table-1. The size of the tests under Ho for hypotheses

a,bandc.

Hyphoteses ) | n=2 | n=6| n=10
2 0.056 0.051 0.054

a 4 0.055 0.053 0.049
6 0.051 0.061 0.044

2 0.057 0.055 0.053

b 4 0.052 0.049 0.052
6 0.041 0.048 0.042

2 0.056 0.049 0.060

C 4 0.060 0.051 0.034
6 0.041 0.048 0.045

In the simulation we set the size of the tests 0.05,
and based on the results of the simulation, the size of the
test for different values of o”and n are very close to 0.05.
From the criteria of Pearson and Please [15], for the size
of the test 0.05, the result between 0.03 and 0.07 are
within the acceptable range (unbiased). An unbiased test
of size o has a power function less than or equal to a for

all 0;; € Oumo), Where Oy is a parameter space under Ho,
and greater than or equal to o for all 0; € Oi . , Where
Oiraa) 1s @ parameter space under Ha [16, 17].The results
in Table-1, Figure-10, Figure-11, and Figure-12 show that
they are fulfil the criteria above. So the tests are unbiased.

The graph of the size and power of the test for the
three hypotheses are given in the following figures.
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Figure-11.The size and power of the test for hypothesis b.
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Figure-12.The size and power of the test for hypothesis c.

For the simulation of the ratio of linear function
of parameters (49) and its confidence interval (54), we set
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Qe value for each parameter in the vector parameter;,.. In
the simulation we set the linear function of parameters tau,
beta, and gamma. We set the values of M and N, where M
and N are 36x1 vector constant, such that we can find the
real value of the ratio p, By using Fieller’s theorem [9], 1-
a confidence interval for p can be calculated. The
simulation of 95% confidence interval with 1,000
replication of the samples forp’s the resultsare given
below.

Table-2. Confidence Interval (CIQ the Ratio of Linear
function of parameters p.

Ratio of linear
No. function of p
parameters

95% Confidence
interval (CI)

0.68 | (0.6680,1.3491)
1.00 | (0.6539, 1.7969)
1 Tau, T 131 | (0.5512, 4.4064)
1.56 | (0.5332,5.9989)
1.58 | (0.5241, 6.4865)
126 | (0.6984, 1.6306)
132 | (0.6071,2.3523)
2 Beta, B 1.62 | (0.5581,4.0075)
2.17 | (0.5165,8.5525)
230 | (05109, 8.9643)
096 | (0.6888,1.6429)
1.09 | (0.6122,2.0874)
3 | Gamma,y | 117 | (0.5851,2.7322)
133 | (0.5396,4.1915)
1.73 | (0.4834, 8.9401)

The results of the simulation (Table-2) show that
in the 95% confidence interval, all values of the p’s are
contained in the interval.
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