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Abstract - There are two methods used in regression analysis, namely parametric and nonparametric. Parametric regression, 

assumes many assumptions, such as the normality of data, the distribution of data that forms a certain pattern, and others. In 

nonparametric regression, these assumptions do not have to be fulfilled. To estimate the nonparametric regression function, 

smoothing techniques are needed, one of which is the kernel method. In this study, the nonparametric regression estimators of 

Nadaraya-Watson, Priestley & Chao and Gasser & Müller were compared based on the smallest GCV value and the best kernel 

estimator was determined by the smallest error rate in the rainfall data in the province of Lampung.  The results showed that 

the Nadaraya-Watson estimator was determined as the best estimator with a bandwidth (h) of 5.564 and had the smallest error 

value compared to the other two methods, namely MSE=5.9773 and MAPE=0.1935. 
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1. Introduction 
Regression analysis is statistical technique for analyzing the correlation between predictor variables (𝑋) and response 

variables (𝑌) which is explained through a curve called the regression curve. There are two methods used in regression analysis, 

namely parametric and nonparametric. The parametric models assume many assumptions, such as data normality, data patterns 

that form certain patterns, the variance was constant, and others. In the parametric regression model, the assumption is often not 

met, so the researcher looks for another regression model that is more flexible with the assumptions. One method that can be 

used is the nonparametric regression model [1]. This estimator is a development of the histogram estimator. The difference 

between the kernel estimator and other nonparametric regression estimators is the kernel has more specialized in bandwidth 

usage. The kernel method requires optimal kernel function and bandwidth in its operation. One of the methods to find the optimal 

bandwidth is the Generalized Cross Validation (CGV) method [2].  

 

The use of kernel estimators in many studies has been carried out. one of them is a study conducted by [3]  which applied 

the kernel method to cancer data. In addition, a study by [4] modeled and predicted the number of COVID-19 infections in Iraq 

using three nonparametric kernel estimators with a Gaussian weighting function. The results showed that the Priestley-Chao 

model was a suitable model for all sample sizes and other conditions used in the study.  The study of [5-10]  found that the kernel 

method has better results than using the classic time series method. In this study, we will compare the nonparametric regression 

estimators of Nadaraya-Watson, Priestley & Chao and Gasser & Müller based on the smallest GCV value. Determination of the 

best kernel estimator is done by looking at the smallest error rate in the rainfall data in the province of Lampung.   

 

2. Kernel Estimator 
According to [11], nonparametric regression is used when regression curve is not known. Nonparametric regression does 

not assume the shape of regression curves, regression curve is assumed to be contained within a particular function space. 

Mathematically, the nonparametric regression model can be written: 

 

𝑦𝑖 = 𝑚(𝑥𝑖) + 𝜀𝑖 

 

Where 𝑦𝑖 = response variable from the i-th data (𝑖 = 1,2,3, … , 𝑛), 𝑚(𝑥𝑖) = unknown i-th smooth function (𝑖 = 1,2,3, … , 𝑛), 

𝜀𝑖 = independent i-th error assumed to spread 𝑁~(0, 𝜎2)  (𝑖 = 1,2,3, … , 𝑛) 

 

http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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On this model, the function of unknown regression is 𝑚(𝑥𝑖). In the nonparametric regression model, it depends on the 

weighted average of the dependent variable with the weight of the observation distance on the independent variable which is 

measured based on the value of the smoothing parameter [12]. 
 

The estimation of nonparametric regression function is based on observational data using smoothing technique. One of the 

smoothing techniques that is often used is the kernel estimator [13]. Since [14, 15] introduced this estimator, it is known as the 

Rosenblatt-Parzen kernel density. In the nonparametric approach model, the kernel estimator is very commonly used because 

this estimator has several advantages: 

 

• It has a flexible form and it is mathematically easy to work with. 

• It has a relatively fast average convergence. 

 

In general, the kernel density function of 𝑓ℎ(𝑥) is: 

𝑓ℎ(𝑥) =
1

𝑛
∑ 𝐾ℎ(𝑥 − 𝑥𝑖)

𝑛
𝑖=1               (1) 

 

Then the K kernel with bandwidth (h) is defined as 

𝐾ℎ(𝑥 − 𝑋𝑖) =
1

ℎ
𝐾 (

𝑥−𝑋𝑖

ℎ
)               (2) 

 

for −∞ < 𝑥 < ∞ and ℎ > 0. So the kernel density function of 𝑓ℎ(𝑥) can be written as: 

 

𝑓ℎ(𝑥) =
1

𝑛ℎ
∑ 𝐾 (

𝑥−𝑥𝑖

ℎ
)𝑛

𝑖=1               (3) 

 

with K is a continuous kernel function. K is usually assumed to satisfy regularity conditions such as constraints [16]. 

Graphically, a function is said to be continuous at 𝑥𝜖[𝑎, 𝑏] if a graph of the function f is not truncated at the point (𝑎, 𝑏). While 

the kernel refiner uses bandwidth (h) which plays a role in defining and determining variations and biases. 

 

According to [17], 𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑛)is a sample which taken randomly from a density distribution f and K a finite and 

positive function then there are several conditions that must be met, they are:  

 

(i) 𝐾(𝑥) ≥ 0, for all real 𝑥  

(ii) ∫  𝐾(𝑥)𝑑𝑥
∞

−∞
= 1 

(iii) ∫  𝑥2𝐾(𝑥)𝑑𝑥
∞

−∞
= 𝜎2 > 0 

(iv) ∫  𝑥𝑖𝐾(𝑥)𝑑𝑥
∞

−∞
= {

1,              𝑖 = 0
0,     1 ≤ 𝑖 < 𝑟,
≠ 0,          𝑖 = 𝑟

  for a number r 

(v) 𝐾(𝑥) is symmetrical around zero.   

 

 The shape of the graph is felt around a vertical Y line that forms the bell of some random variable value with a certain 

distance on one side that is equal to the other side of the value.  

 

2.1. Nadaraya-Watson Estimator 

The study of [18] proposed an estimator as a weighted average locale with kernel as a weighting function. According to [19], 

there are n observational data {(𝑋𝑖, 𝑌𝑖)}𝑖=1
𝑛  that satisfies the equation where 𝑋𝑖 ∈ 𝑅 and 𝑌𝑖 ∈ 𝑅, then the estimator 𝑚̂(𝑥𝑖) is: 

 

𝑚̂(𝑥𝑖) = 𝐸(𝑌|𝑋 = 𝑥) = ∫
𝑦(𝑋,𝑌)

𝑓(𝑋=𝑥)
𝑑𝑦  

 

The denominator is estimated by using the kernel density estimator as follows: 
 

𝑓ℎ(𝑥) =
1

𝑛
∑ (𝑥 − 𝑋𝑖)

𝑛
𝑖=1   

 

The joint probability density function is estimated by the kernel product: 
 

𝑓́ℎ1,ℎ2
(𝑥, 𝑦) =

1

𝑛
∑ 𝐾ℎ1

(𝑥 − 𝑋𝑖)
𝑛
𝑖=1 𝐾ℎ2

(𝑦 − 𝑌𝑖)  
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So, the numerator of the Nadaraya-Watson estimator becomes: 

𝑓́ℎ1,ℎ2
(𝑥, 𝑦) =

1

𝑛
∑ 𝐾ℎ1

(𝑥 − 𝑋𝑖)
𝑛
𝑖=1 ∫ 𝑦 𝐾ℎ2

(𝑦 − 𝑌𝑖)𝑑𝑦  

 

=
1

𝑛
∑ 𝐾ℎ1

(𝑥 − 𝑋𝑖)
𝑛
𝑖=1 ∫

𝑦

ℎ2
𝐾 (

𝑦−𝑌𝑖

ℎ2
) 𝑑𝑦  

 

=
1

𝑛
∑ 𝐾ℎ1

(𝑥 − 𝑋𝑖)
𝑛
𝑖=1 ∫(𝑠ℎ2 + 𝑌1)𝐾(𝑠) 𝑑𝑠  

 

=
1

𝑛
∑ 𝐾ℎ1

(𝑥 − 𝑋𝑖)
𝑛
𝑖=1 𝑌𝑖  

 

So that the Nadaraya-Watson estimator can be written: 

𝑚̂𝑁𝑊(𝑥𝑖) =
∑ 𝐾(

𝑥−𝑥𝑖
ℎ

)𝑌𝑖
𝑛
𝑖=1

∑ 𝐾(
𝑥−𝑥𝑖

ℎ
)𝑛

𝑖=1

            (4) 

2.2. Priestley-Chao Estimator 

 According to [20], the Priestley-Chao estimator is an estimator for an unknown regression function. Recall equation (1), 

with 𝑚(𝑥𝑖) as an unknown function of curve shape and error (𝜀𝑖) with a mean of zero and 𝜎2 which must be constant. It can 

also be assumed that (𝑥1, 𝑥2, … , 𝑥𝑛) are in the same interval [a, b ], so that  

 

𝑥𝑖 = 𝑖 𝑥 𝛿           𝑖 = 1, … , 𝑛 

 

where 𝛿 = (𝑏 − 𝑎)/𝑛. It is necessary to estimate m nonparametrically using the available data. The estimator is defined as: 

 

𝑚̂(𝑥𝑖) =
𝛿

ℎ
∑ 𝐾 (

𝑥 − 𝑥𝑖

ℎ
) 𝑌𝑖

𝑛

𝑖=1
 

 

 For 𝑥𝜖(𝑎, 𝑏), 𝐾(. ) is called a symmetric function with zero, such that ∫ 𝐾(𝑢)2𝑑𝑢 < ∞ and has a finite second moment 

that is ∫ 𝑢2𝐾(𝑢)𝑑𝑢 = 𝜎𝐾
2 < ∞. In general, we will choose a symmetric probability density function such as standard normal 

or symmetrical Beta on a finite interval [-1, 1]. The constant h is called the smoothing parameter or bandwidth and controls the 

kernel function on each 𝑥𝑖. The Priestley-Chao estimator is the weighted average of the response variables (𝑌1, 𝑌2, … , 𝑌𝑛) and 

the weight is related to 𝑌𝑖, the weight is 𝐾 (
𝑥−𝑥𝑖

ℎ
) with the actual result being determined by the proximity of x to 𝑥𝑖 that relative 

to the value of h [21]. It is a linear function of 𝑌𝑖 and therefore called a linear smoothing. If the data does not have the same 

space or equally-spaced, then the estimator is 

𝑚̂𝑃𝐶(𝑥𝑖) =
1

ℎ
∑ (𝑥𝑖 − 𝑥𝑖−1)𝐾 (

𝑥−𝑥𝑖

ℎ
) 𝑌𝑖

𝑛
𝑖=1            (5) 

 

2.3. Gasser-Muller Estimator 

The unknown regression function 𝑚̂(𝑥𝑖) can also be estimated by [22] estimator. The kernel functions K as a probability 

density function and is a bandwidth, so the Gasser and Muller estimators are defined by: 

 

𝑚̂(𝑥𝑖) = ∑ [∫ 𝐾ℎ(𝑥 − 𝑥𝑖)𝑑𝑥
𝑠𝑖

𝑠𝑖−1
]𝑛

𝑖=1 𝑌𝑖  

 

For 𝑥 ∈ [0,1].  Where 𝑠0 = 0, 𝑠𝑛 = 1, 𝑥𝑖 ≤ 𝑠𝑖 ≤ 𝑥𝑖+1, and 𝑠𝑖 =
𝑥𝑖+𝑥𝑖+1

2
 for 𝑖 = 1, 2, … , 𝑛 − 1. Kernel functions are generally 

expressed as 𝐾ℎ(𝑥 − 𝑥𝑖) =
1

ℎ
𝐾 (

𝑥−𝑥𝑖

ℎ
) (Moon, 2011).  

 

 According to [23], the Gasser-Muller estimator can be expressed in the form: 

 

𝑚̂𝐺𝑀(𝑥) =
1

ℎ
∑ [∫ 𝐾ℎ (

𝑥−𝑥𝑖

ℎ
) 𝑑𝑥

𝑠𝑖

𝑠𝑖−1
]𝑛

𝑖=1 𝑌𝑖                (6) 

 

2.4. Kernel Functions  

 In kernel regression, there are functions that must be continuous, symetrical, finite, and have real values. The general 

function of the K kernel with the bandwidth smoothing parameter (h) is defined as [24]: 
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𝐾ℎ(𝑥) =
1

ℎ
𝐾 (

𝑥

ℎ
),   for −∞ < x < ∞ and ℎ > 0 

with 

K = kernel function 

h = bandwidth 
 According to [25], several types of kernel functions are: 
 

a. Uniform: 𝐾(𝑥) =
1

2
𝐼, for |𝑥| ≤ 1 

 

b. Epanechnikov: 𝐾(𝑥) =
3

4
(1 − 𝑥2)𝐼, for |𝑥| ≤ 1 

 

c. Kuartik: 𝐾(𝑥) =
15

16
(1 − 𝑥2)2, for |𝑥| ≤ 1 

 

d. Triweight: 𝐾(𝑥) =
35

32
(1 − 𝑥2)3𝐼, for |𝑥| ≤ 1 

 

e. Cosinus: 𝐾(𝑥) =
𝜋

4
𝑐𝑜𝑠 (

𝜋

2
𝑥), for |𝑥| ≤ 1 

f. Gaussian: 𝐾(𝑥) =
1

√2𝜋
𝑒𝑥𝑝

(−
1

2
(𝑥2))

, for −∞ < 𝑥 < ∞ 

Where I is an indicator function 

𝐼(𝑢) = {
1, 𝑖𝑓 |𝑥| ≤ 1

0, 𝑖𝑓 |𝑢𝑥| > 1
  

 

In this case, the Epanechnikov kernel function is used. The general form of a Epanechnikov kernel function is: 

 

𝐾(𝑢) =
3

4
(1 − 𝑥2)𝐼            (7) 

 

2.5. Optimal Bandwidth Selection 

 In addition, in kernel estimation, the selection of smoothing parameters (bandwidth) is one of the most crucial things. 

Bandwidth (h) is a smoothing parameter that functions to control the smoothness of the estimation curve [26]. If the selected 

bandwidth is too small, it will produce a curve that is less smooth and does not reflect the actual data because it is very volatile. 

Meanwhile, if the bandwidth used is too wide, it will produce a curve that is not in accordance with the data distribution 

pattern.Therefore, it is necessary to choose a bandwidth that can predict the data correctly or the difference between the 

estimated data and the actual data is very small. [27]. According to [28], one method to get the optimal bandwidth value is to 

use the Generalized Cross Validation (GCV) criteria. To determine the GCV value, the following equation can be used: 

 

𝐺𝐶𝑉(ℎ) =
𝑀𝑆𝐸

(1−
𝑡𝑟𝑎𝑐𝑒 (𝑊)

𝑛
)

2           (8) 

 

where  𝑀𝑆𝐸 =
∑ (𝑦𝑖−𝑦̂𝑖)2𝑛

𝑖=1

𝑛
 and 𝑊 is Hat Matrix (𝑛 𝑥 𝑛) that fulfills [𝑚ℎ(𝑥1), 𝑚ℎ(𝑥2), … , 𝑚ℎ(𝑥𝑛)]𝑡 = 𝑊𝑌. The optimal 

bandwidth value will be obtained if it produces a minimum Generalized Cross Validation. 

 

3. Methods  
In this study, researchers used Rainfall data in Lampung from January 2018 to December 2020 obtained from bps.go.id 

with the predictor variable (X) is the average air humidity and the response variable (Y) is the rainfall amounts. We estimated 

the data model using kernel estimator. The optimal bandwidth of the three types of estimators (Nadaraya-Watson, Priestley-

Chao, and Gasser-Muller) is determined based on the smallest GCV as well as in determining the best estimator for MSE and 

MAPE values.  
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4. Results and Discussion 

 Figure 1 shows the distribution of Rainfall data in Lampung from January 2018 to December 2020. 

 
Fig 1.  Data Distribution of Rainfall Data in Lampung 

 

 Based on Figure 1, it can be seen that the distribution of the data cannot be determined clearly or in other words the data 

does not form a certain pattern. It is stated that the Y variable has a non-linear relationship (negative correlation) with the X 

variable. For this reason, further analysis of the distribution of the data is required. whether the data is normally distributed or 

not so that nonparametric regression can be applied. In this case, the Kolmogorov-Smirnov test was carried out to test the 

normality of the data. The results of the Kolmogorov-Smirnov test can be seen in Table 1. 

 
Table 1.  Kolmogorov-Smirnov test on rainfall data in Lampung Province 

Data 𝐷 𝑝 − 𝑣𝑎𝑙𝑢𝑒 

Rainfall Data 1 2,2e-16 

 

 The hypotheses used are 𝐻0: Error normally distributed (0, 𝜎2) and 𝐻1: Error is not normally distributed (0, 𝜎2). Where 𝐻0is 

accepted if 𝐷 <  𝐷𝑡𝑎𝑏𝑙𝑒 or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 >  𝛼 significance value (𝛼) of 0.05 and the test statistic is 𝐷 =  𝑚𝑎𝑘𝑠|𝐹0(𝑥) − 𝑆𝑁(𝑥)|. 
The calculation result stated that the value of D=1 with  p-value = 2.2 x 1016. Because the value of 𝐷 >  𝐷𝑡𝑎𝑏𝑙𝑒 and 𝑝 − 𝑣𝑎𝑙𝑢𝑒 >
 𝛼 then 𝐻0 is rejected, it means that the data was not normally distributed. Because the assumption of normality is not met, 

regression curve estimation for data on the amount of rainfall in Lampung Province was carried out using nonparametric 

regression with a kernel estimator. 

  
Next is the calculation of the optimal bandwidth value (h) using the Generalized Cross Validation (GCV) method with the help 

of the RStudio application program. The results can be seen in Table 2.   
 

Table 2.  Optimal bandwidth selection 

no h GCV No. h GCV 

1 0,940 166,422 26. 5,069 103,483 

2 1,105 161,087 27. 5,234 102,564 

3. 1,270 150,460 28. 5,399 101,680 

4. 1,435 147,611 29. 5,564 101,054 

5. 1,601 147,177 30. 5,729 101,104 

6. 1,766 143,801 31. 5,895 101,246 

7. 1,931 138,460 32. 6,060 101,409 

8. 2,096 133,193 33. 6,225 101,486 

9. 2,261 129,671 34. 6,390 101,585 
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10. 2,426 125,203 35. 6,555 101,661 

11. 2,592 122,198 36. 6,720 101,638 

12. 2,757 120,116 37. 6,886 101,759 

13. 2,922 118,940 38. 7,051 101,985 

14. 3,087 119,779 39. 7,216 102,230 

15. 3,252 120,483 40. 7,381 102,634 

16. 3,417 120,361 41. 7,546 102,952 

17. 3,582 119,435 42. 7,711 103,258 

18. 3,748 118,341 43. 7,876 103,541 

19. 3,913 117,163 44. 8,042 103,850 

20. 4,078 115,196 45. 8,207 104,113 

21. 4,243 113,288 46. 8,372 104,186 

22. 4,408 110,661 47. 8,537 104,259 

23. 4,573 108,040 48. 8,702 104,332 

24. 4,739 106,103 49. 8,867 104,342 

25. 4,904 104,567 50. 9,033 104,274 

 

 As we can see from Table 2 that the smallest GCV value is 101,054 with h=5,564. This bandwidth was used for rainfall data 

modeling to generate a regression model kernel. By substituting h=5,564 to Epanechnikov kernel function to the Nadaraya-

Watson, Priestley-Chao, Gasser-Muller estimator, the resulting kernel regression models are as follows: 

1. Nadaraya-Watson Estimator 

𝑦̂𝑖  = 𝑚̂𝑁𝑊(𝑥𝑖)  

 

 =
∑ 𝐾(

𝑥−𝑥𝑖
ℎ

)𝑌𝑖
𝑛
𝑖=1

∑ 𝐾(
𝑥−𝑥𝑖

ℎ
)𝑛

𝑖=1

  

 

 =
∑  

3

4
(1−(

𝑥−𝑥𝑖
5,564 

)
2

)𝐼 𝑌𝑖
𝑛
𝑖=1

∑
3

4
(1−(

𝑥−𝑥𝑖
5,564 

)
2

)𝐼 𝑌𝑖
𝑛
𝑖=1

  

 

2. Priestley-Chao Estimator 

𝑦̂𝑖  = 𝑚̂𝑃𝐶(𝑥𝑖)  

 =
1

ℎ
∑ (𝑥𝑖 − 𝑥𝑖−1)𝐾 (

𝑥−𝑥𝑖

ℎ
) 𝑌𝑖

𝑛
𝑖=1   

 

 =
1

ℎ
∑ (𝑥𝑖 − 𝑥𝑖−1)

3

4
(1 − (

𝑥−𝑥𝑖

5,564 
)

2

) 𝐼 𝑌𝑖
𝑛
𝑖=1    

 
3. Gasser-Muller Estimator 

𝑦̂𝑖  = 𝑚̂𝐺𝑀(𝑥𝑖)  

 

=
1

ℎ
∑ [∫ 𝐾ℎ (

𝑥−𝑥𝑖

ℎ
) 𝑑𝑥

𝑠𝑖

𝑠𝑖−1
]𝑛

𝑖=1 𝑌𝑖   

 

=
1

ℎ
∑ [∫ 𝐾ℎ

3

4
(1 − (

𝑥−𝑥𝑖

5,564 
)

2

) 𝐼𝑑𝑥
𝑠𝑖

𝑠𝑖−1
]𝑛

𝑖=1 𝑌𝑖   

   

Then we calculated the predicted value using the prediction model that has been obtained. Based on the cal-culations that 

have been carried out using RStudio, the prediction results of the regression function are obtained. 
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Table 3. The prediction results 

No. Nadaraya-Watson Priestley-Chao Gasser-Muller 

1 51,593 0 5,919 

2 50,418 29,324 54,3 

3 49,001 32,654 52,659 

4 45,98 72,398 47 

5 44,892 38,303 43,368 

6 44,456 41,656 40,486 

7 44,716 48,132 39,043 

8 46,329 140,39 43,918 

9 47,181 85,141 46,137 

10 47,706 62,42 47,351 

11 47,973 33,906 48,092 

12 47,973 0 48,092 

13 48,525 76,138 48,923 

14 48,778 35,008 49,122 

15 48,778 0 49,122 

16 49,299 73,832 49,445 

No. Nadaraya-Watson Priestley-Chao Gasser-Muller 

17 49,474 24,399 49,614 

18 49,648 24,133 49,842 

19 49,648 0 49,842 

20 49,648 0 49,842 

21 50,57 132,57 51,246 

22 51,48 137,19 52,415 

23 52,003 86,988 52,274 

24 52,267 48,732 52,172 

25 52,267 0 52,172 

26 52,593 66,153 51,169 

27 52,657 14,366 50,7 

28 52,863 49,687 48,23 

29 52,863 0 48,23 

30 52,863 0 48,23 

31 52,863 0 48,23 

32 53,027 45,212 44,862 

33 53,267 82,121 36,315 

34 53,285 8,4358 35,374 

35 53,338 27,758 32,035 

36 53,413 65,518 22,023 
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Next, the curves of the estimators were compared using three estimators (Nadaraya-Watson, Priestley-Chao, Gasser-Muller). 

The results are presented in Figure 2. 

 
 

Fig 2.  Curve of Nadaraya-Watson, Priestley-Chao, and Gasser-Muller Estimator 

 

 Figure 2 shows that the Nadaraya-Watson estimation curve (blue line) is close to some of the original data. This shows that 

the function of the Nadaraya-Watson estimator is quite good for estimating rainfall data in Lampung Province. While the Gasser-

Muller estimator (green line) even though it is close to some of the original data, it is not as good as the Nadaraya-Watson 

estimator. This shows that the Gasser-Muller Estimator function is not good enough to estimate rainfall data in Lampung. 

Compared to the two, the Priestley-Chao estimation curve (red line) fluctuates very differently. This shows that Priestley-Chao 

cannot predict the distribution of the data well. 

 

 Based on the comparison of the estimator curve above, to be more convincing, the MSE and MAPE values are calculated 

as presented in Table 3. 
Table 3.  MSE and MAPE of the three kernel estimators 

No. Estimator  𝑀𝑆𝐸  𝑀𝐴𝑃𝐸 

1. Nadaraya-Watson 5,9773 0,1441 

2. Priestley-Chao 145,238 25,3602 

3.  Gasser-Muller 43,6816 0,1935 

 

  From Table 3 above, we can compare the three estimators by looking at the smallest guess error value. It can be seen that 

the Nadaraya-Watson estimator has the smallest error value with MSE = 5.9773 and MAPE = 0.1935 compared to the Priestley-

Chao and Gasser-Muller estimators. This shows that the best estimator used in estimating the distribution of rainfall data in 

Lampung Province is the Nadaraya-Watson estimator. 

 

5. Conclusion 
In conclusion, based on the GCV, MSE and MAPE values in the results of this study, it can be stated that the Nadaraya-

Watson estimator is able to predict the distribution of rainfall data in Lampung Province very well compared to the other two 

estimators. estimator with h=5.564, MSE = 5.9773 and MAPE = 0.1935. 
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