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SMAN 02 Negeri Agung does not have a system that can 

assist schools in determining majors. The problem is that 

SMAN 02 Negeri Agung, when doing majors, it still uses 

existing data. For example, using a majoring interest 

questionnaire, there are questions about the interests that 

students want, and the values of their junior high school 

report cards, which consist of Indonesian, Mathematics, 

Science, Social Studies, and English. However, many 

students still choose majors not based on their interests or 

historical grades, such as following friends' choices. It can 

hinder student academic activities in the future, which will 

affect the value and development of student potential. This 

effective system hopes to help schools and students minimize 

errors in determining and choosing a major. Based on the 

problems described above, the authors want to apply the 

Naïve Bayes method, which will produce a high level of 

accuracy in determining new student majors more effectively 

and efficiently.The accuracy of the naive Bayes classifier can 

be stated quite well. It can be seen based on accuracy, 

63.46%, error rate 0.3653%, false positive rate 0.2424%, 

sensitivity 0.6035%, specificity 0.7575%, and precision 

0.944% Naive Bayes classifier method can It is 

recommended to predict student majors. 
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I. INTRODUCTION  

Referring to the 2013 Curriculum 

regulations, the majors' process is carried out 

when students sit in class X (ten) in process. 

Students are allowed to choose a major, be it 

a science or social studies major, before 

being re-predicted based on a major decision 

by the school, taking into account the junior 

high school grades and the grade of the 

major test results. For example, grade of  C 

is one of the academic scores that are not 

optimal, which can impact subsequent 

academic activities and affect the selection of 

fields of science or study for students who 

want to continue to higher education levels 

later [1]. 
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SMAN 2 Negeri Agung is one of the senior 

high schools in Way right Regency, which 

has 2 (two) majors, namely Natural Sciences 

(MIPA) and Social Sciences (IPS). The 

major is carried out in grade 10. This student 

major aims to direct students to focus more 

on developing their abilities and interests. 

SMAN 2 Negeri Agung does not yet have a 

system that can assist the school in 

determining majors. The problem is that 

SMAN 2 Negeri Agung uses existing data 

when doing majors. For example, using a 

majors interest questionnaire, there are 

questions of interest that students want in the 

majors' interest questionnaire. Their junior 

high school report cards consist of 

Indonesian, Mathematics, Science, and 

Science scores. IPS, and English. However, 

many students still choose majors not based 

on their interests or value history, such as 

following the choice of friends and so on. 

That matter can hinder students' academic 

activities in the future, affecting the value 

and development of student potential. The 

majors' system hopes to help the school and 

students minimize errors in determining and 

choosing majors. Naïve Bayes is one method 

that can be used by SMAN 2 Negeri Agung 

to determine majors. The Naïve Bayes 

method is one method that can be used in 

terms of decision making to get better results 

on a prediction problem. 

Based on the problems described above, the 

authors want to apply the Naïve Bayes 

method, which will produce a high accuracy 

in determining new students' majors more 

effectively and efficiently. 

 

II. LITERATURES REVIEW 

Syarli and Muin [2] conducted a study using 

the Naive Bayes method to predict student 

graduation. The evaluation results show that 

the accuracy percentage value indicates the 

Admissions dataset's effectiveness applied to 

the Naïve Bayes Classification method, 

which reaches 94%. 

Furthermore, Peling et al. [3] research 

apply the Naive Bayes To Predict Period of 

Students Study Using Naive Bayes 

Algorithm. This study showed that Naïve 

Bayes was able to classify the proper data 

testing on average by 86.16% and 13.84% 

error. In addition, other information obtained 

from the data testing used that the students 

who entered from the PMDK Pass graduated 

on time as much as 40%, other paths 

graduated on time by 26.7% and passed filter 

exam on-time 13.3%. 

Another study conducted by Naparin [4] 

used the naive Bayes method to classify the 

specialization of high school students. The 

result of the try out by using the Naïve Bayes 

method to assess high school students' 

specialization reached the assessment result 

that has the highest accuracy level 99.47% 

and AUC value 1,000. 

In Putra and Wibowo's [5] research in 

predicting the decision of majoring in 

Yadika 5 SMA students using the Naïve 

Bayes Algorithm, the results showed an 

accuracy rate of 93.75%, a precision level of 

83.33% and a recall rate of 100%. 

Furthermore, in research conducted by 

Hozairi, et al [6] in applying data mining in 

determining student majors in this study, 

there were 100 student data used as data to 

see the accuracy of the Naive Bayes method 

in classifying student majors and the results 

from 100 student data tested, there were 90 

student data obtained successfully classified 

with a success percentage of 90% while ten 

student data were not successfully classified. 

Based on the research journal above, this 

designed system will use the Naïve Bayes 

method because it is a good algorithm for 

determining student majors. Results will be 

validated and measured the accuracy of the 

results achieved using 10 Fold Cross 

Validation [7]. 
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III. FRAMEWORK 

Here is the framework is shown in Figure 1: 

 

 
Fig 1: Framework  

The following is a description of the 

framework is as follows: 

1.  Problems  

There are still many students who choose 

majors not based on their interests or 

history of grades. It can hinder students' 

academic activities in the future, which 

will affect the value and development of 

student potential. With the majors' 

system, it is hoped to help the school and 

students minimize errors in determining 

and choosing majors. 

2.  Opportunity  

The abundance of student value data can 

be processed using the application of data 

mining which can generate knowledge to 

provide advice on majors to students. 

3.  Approach  

The approach stages in this research are 

how the researchers approach existing 

problems to find solutions in this research, 

including using data mining techniques 

using the Naive Bayes Classifier method 

[8][9]. 

4.  Identification and Assessment  

The identification stage and research 

assignments are matters relating to the 

attributes used in this research to produce 

information that is by the expected goals, 

namely to produce information on majors 

that students can choose. 

5.  Proposed 

The proposal that will be put forward in 

this study is to predict student majors 

based on junior high school report cards 

using the Naive Bayes Classifier method 

and knowing the performance of the 

method used. 

6.  Validation   

Tests are carried out using manual testing 

and WEKA tools [9]. 

7.  Result  

The results obtained with this research 

provide information on major suggestions 

to students and can be taken into 

consideration by the school in 

determining the selection of majors by 

students. So that it can minimize 

errors/mistakes in the selection of majors 

by students. 

 

IV. METHODS 

The following are the parts of the research 

phase carried out: 

1. Determine the dataset used, namely 

student grade data for 2018-2019, with 

attributes in Table 1 that include the value 

of junior high school report cards from 

semesters 1-5 with a total of 491 data. The 

dataset was obtained from direct 

observation at SMA N 02 Negeri Agung. 

In addition, it was also obtained from the 

results of interviews with the curriculum 

leader of SMA N 02 Negeri Agung. 

2. Select the data to be selected and then 

clean the data and group the data to make 
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the prediction process easier. Based on the 

491 data used, the features used are the 

grade of IPS, Bahasa Indonesia (B. Indo), 

IPA, Mathematics (MAT), and English 

(B.Ing),Where this feature will be used to 

classify "Is the student predictable in the 

science or social studies major?". 

3. To make these predictions, the features 

needed must be categorical. If the feature 

is not as desired, the transformation 

process can occur. Feature transformation 

(FT) is another way to handle 

heterogeneous feature selection. The 

transformation method unifies the dataset 

format and allows conventional feature 

selection algorithms to handle 

heterogeneous data sets. 

4. In the stage of determining and 

determining features, it is known that 

several factors that determine students' 

majors are subjects related to school 

majors, namely: 

 
Table 1. Required attributes 

Attributes Description 

MAT 
It Is the grade of mathematical 
attributes in semesters 1-5 in the 
form of unconditional. 

IPA 
It is a natural science absolute 

grade in semesters 1-5. 

IPS 
Is the gradeof social science 
attributes in the form of 
unconditional in semesters 1-5? 

B. Ing 
Is the value of the English 
attribute in semesters 1-5 in the 
form of unconditional 

B. Indo 
It is the value of the Indonesian 

attribute in semesters 1-5, which 
is categorical 

 
Table 2 Range Value 

Range Value 
Description 

89-100 A 
Very Good 

78-88 B 
Good 

67-77 C 
Average 

0-66 D 
Bad 

 

5. Based on the training data above, 

calculations can be made using the Naive 

Bayes Classifier algorithm, with the 

following working method: 

For the prediction problem, what is 

calculated is the probability that the 

hypothesis is valid (valid) for the 

observed sample B data, where B is the 

sample data with an unknown label. At 

the same time, A hypothesizes that B is 

the data with a label. P(A) is the 

probability of hypothesis A, and P(B) is 

the probability of the observed sample 

data. Is the probability of sample B data, 

if it is assumed that the hypothesis is 

valid. So the formula is as follows: 

 

𝑃  𝐴 𝐵 =  
𝑝 𝐴 𝑝(𝐵|𝐴)

𝑃(𝐵)
  (1) 

6. The test data is used to predict the majors 

of a student in Social Sciences or Science 

if it is known that the condition of the 

score: 

IPS      = Good,  B.indo  = Good,  

B.ing  = Average,  Mat       = very good,  

IPA     = Good. 

 

Stage 1 counts the number of Classes/labels 

P (IPS) = 9/14 = 0.6428 

P (IPA) = 5/14 = 0.3571 

 

Counting the number of the same problem 

with the same class. 

By Major: 

 

a.  Based on IPS :  

     P(Good|IPS) = 4/9 = 0.4444 

     P(Good|IPA) = 3/5 = 0.6 

 

b.  Based on  B. Indo : 

P(Good|IPS)  = 9/9 = 1 

P((GoodIPA) = 3/5 = 0.6 

 

c.  Based on  B. Ing : 

P(Average|IPS)  = 1/9 = 0.1111 

P(Average|IPA) = 0/5 = 0 

 

d.  Based on Mathematics : 

P(Very Good|IPS)  = 1/9 = 0.1111 

P(Very Good|IPA) = 1/5 = 0.2 
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e.  Based on  IPA : 

P(Good|IPS)  = 8/9 = 0.8888 

P(Good|IPA) = 4/5 = 0.8 

 

Then calculate the probability or probability 

of each attribute and multiplied for each 

equal class: 

IPS = P(Ips) x P(Good|IPS) x P(Good|IPS)  x  

P(Average|IPS) x P(Very Good|IPS) 

x     P(Good|Ips) 

        = 0.6428 x 0.4444 x 1 x 0.1111 x  

           0.1111 x 0.8888 

        = 0.003133878 

 

IPA = P(IPA) x P(Good|IPA) x P(Good|IPA)  

           x P(Average|IPA) x P(Very Good) x  

           P(Good|IPA) 

       = 0.3571x 0.6 x 0.6 x 0 x 0.2 x 0.8 

       = 0 

 

With the test data above, the prediction of 

the majors of the data using the Naive Bayes 

Classifier algorithm results in IPS. 

 

7. The next process is to analyze the data 

obtained from the school through 

collecting data sourced from student grade 

data reports for 2017-2019. Four hundred 

and ninety-one (491) data were used as 

datasets based on these data. 

8. Then, based on the data that has been 

obtained, the data is predicted using the 

Naive Bayes classifier method based on 

predetermined features. Based on the 

predicted data set, the majors are 

predicted for 2021. 

9. After modelling, the next step is to 

validate and measure the accuracy of the 

results achieved using 10 Fold Cross 

Validation [10]. 

10.Evaluating the prediction method using 

the Confusion Matrix. Confusion Matrix 

is used to evaluate the prediction results 

such as the value of Accuracy, Error Rate, 

False Positive Rate, Recall, Specificity 

and Precision. 

 

V. DISCUSSION AND RESULT 

A. Preprocessing 

The results contained in the preprocessing 

stage include data selection, data cleaning 

and data grouping. The results of the 

preprocessing stage are as follows: 

1.  Data Selection 

The selection is made on the student's 

score data obtained. It needs to be done 

to group or divide the attributes 

according to the required information. 

Attributes selected or selected are 

student report cards from semester 1 

(one) to semester 5 (five). The grade of 

all subjects selected was the grade of 

Mathematics, the grade of IPA 

(Natural Science), the grade of IPS 

(Social Sciences), the grade of English 

and the grade of Indonesian as the 

selected attribute. 

 

2.  Data Cleansing 

Data can be clean if it does not contain 

impurities in the form of empty values 

and noise and outliers, and/or 

inconsistencies. Meanwhile, data can 

be unclean or dirty if it contains 

impurities in the form of empty values 

and/or noise and/or outliers and/or 

inconsistencies [11]. The level of data 

cleanliness is very influential on 

whether or not data mining results are 

good. So that dirty data can be cleaned 

by filling in empty values, smoothing 

noisy data, removing outliers, or 

correcting inconsistencies. 

At the data cleaning stage, the 

researcher did not find ten dirty or 

unclean data, so the value data from all 

the selected attributes could be used 

because they had complete 

information. 

3.  Data Grouping 

The purpose of grouping data is to 

simplify the prediction process. 
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Table 3. Ungrouped Grade Data 

IPA IPS MTK B.Indo B.Ing Label 

80 83 77 83 79 IPA 

85 83 74 83 82 IPA 

80 83 84 84 84 IPS 

91 84 77 84 80 IPS 

76 86 72 86 81 IPA 

80 79 77 82 77 IPS 

80 80 82 83 80 IPA 

80 83 79 85 81 IPA 

70 83 74 87 80 IPS 

83 83 74 84 78 IPA 

 
Table 4. Grouped Grade Data 

IPA IPS MTK B.Indo B.Ing Label 

Average Good Good Good Good IPA 

Poor Good Good Good Good IPA 

Poor Good Good Good Good IPS 

Average 
Very 
Good 

Good Good Good 
IPS 

Poor Good Good Good Good IPA 

Average Good Good Average Good IPS 

Poor Good Good Good Good IPA 

Good Good Good Good Good IPA 

Poor Poor Good Good Good IPS 

Poor Good Good Good Good IPA 

 

The difference that occurs in the grade data 

after being grouped is that before being 

grouped, the grades of each attribute have 

varying or heterogeneous grades and turn 

into smoother or homogeneous grades. In 

addition, attribute grades are also changed 

from numerical type to categorical type. 

 

B. Implementation of Naive Bayes on 

WEKA 

Using the Naive Bayes method can be 

done easily because this algorithm has 

been embedded in weka. In addition, 

weka also provides several modifications 

of Naive Bayes, including Naive Bayes 

Multinominal, Naive Bayes Multinominal 

Text, and Naive Bayes Multinominal 

Updateable. In predicting, the evaluation 

method chosen is ten folds cross-

validation. 

 

 
Fig 2: Detail of grades data.arff 

The cross-validation method shows that 

235 data were predicted incorrectly, so the 

error value is 47.8615%. Based on the 

confusion matrix reading, the error is 

because 100 IPA data are predicted as IPS 

class, and 135 data with IPS class are 

incorrectly predicted as IPA class. 

 

 
Fig 3: Output ofgrades data.arff 

 

C. Classification Method Evaluation 

The following table displays the 

confusion matrix for implementing the 

Naive Bayes Classifier on WEKA. Based 

on the table, an evaluation of the 

prediction method used is carried out to 

determine the level of accuracy of each 

method and compare which method has 

the highest level of accuracy. 

 
Table 5. Confusion Matrix Display 

  IPA IPS 

Classification 

Value 

IPS 236 24 

IPA 155 75 

 

Based on the table above, there are 490 

total cases. From the case, the prediction 

results of the system stated that 311 



Yohana Tri Utami  / JOURNAL TECH-E - VOL. 5. NO. 2 (2022)  

 

 131 

students entered the science department 

based on predictions using the Naive 

Bayes Classifier method, and 179 students 

were predicted to be majoring in social 

studies. 

 
Table 6. Classification Evaluation Display 

Evaluasi Hasil 

Accuracy 0,6319 

Error rate 0,36817 

False-positive rate 0.175 

Sensitivity 0.5865102 

Specificity 0. 8149 

Precision 0.934579 

 

From the calculation results above, it can 

be seen that the overall Naive Bayes 

Classifier algorithm has a fairly good 

performance in terms of accuracy, Error 

Rate, False Positive Rate, Sensitivity 

(Recall), Specificity (True Negative Rate) 

and Precision. So that the Naive Bayes 

Classifier algorithm is recommended to 

provide advice on majors to students, 

where the school can use the prediction 

results as material and reference in 

evaluating student learning outcomes at 

school. The school can use the evaluation 

in determining and applying appropriate 

and effective learning techniques in 

improving students' understanding in the 

learning process because the level of 

student understanding is very influential 

in the grades of each subject. So that 

every potential possessed by students can 

be developed properly in supporting 

student achievement at school. While the 

benefits for students themselves are that 

they can see grade patterns that can be 

used as references to take majors to the 

next level. 

 

VI. CONCLUSION 

The results of applying the Naive Bayes 

Classifier algorithm in predicting student 

majors can be stated quite well. It can be 

seen from the results of the resulting 

accuracy, which reached 63.46 so that the 

Naive Bayes Classifier algorithm can be 

used to predict student majors. 

The accuracy of the naive Bayes classifier 

can be stated quite well. This can be seen 

based on accuracy, 63.46%, error rate 

0.3653%, false positive rate 0.2424%, 

sensitivity 0.6035%, specificity 0.7575%, 

and precision 0.944% Naive Bayes classifier 

method can It is recommended to predict 

student majors. 
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