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ABSTRACT

Most in network design problems, The Minimum Spanning Tree (MST) is usually used as the backbone.
If we add degree rest@gZ€lon on its vertices (can represent cities, stations, etc) of the graph (represents the network),
the problem becomes the Degree Constrained Minimum Spanning Tree (DCMST) proble oreover, if we restrict
and devide the stages or periods of the network’s instalation, the problem emerges as The Multi Period Degree
Constrained Minimum Spanning Tree (MPDCMST) prm. The later constraint occurs usually because of the
fund limitation for installing (connecting) the network. In this research we propose three algorithms to solve the
MPDCMST Problem, and implement those algorithms using 300 generated random table problems. Moreover, we
compare our algorithms using those that already in the literature and show that the proposed algorithms perform
better.

Keywords: multi periods, degree constrained, Prims” algorithms, comparative analysis

1. INTRODUCTION

There is no d()utmll many network design problems usually use graph to represent the network. In network
design problem we construct a network that satisfies certain requirements which is optimal according to some
criterion. Graph is used to represent the network, where the vertices can represent cities/stations/computers etc. and
the edges of the graph can represent roads/links etc. The requirements of the network can be reliability, efficiency,
lhl‘()ughsalfcly and so on; and the criterion can be cost, output, performance etc.

The minimum spanning tree as one of the fundamental structure in network design has many applications in
-life problem, especially when there are also some prescribed parameters under consideration. To solve a
minimum spanning tree problem, Prim’s algorithlns‘ one of some of well-known algorithms. If, in addition to the
MST we add degree restriction on every vertices, the pr()m becomes a Degree Constrained Minimum Spanning
Tree (DCMST) pr()lmi. This problem typically arises in the design of telecommunication, transportation and
energy networks. It i1s concerned with finding a mimimum-weight (distance or cost) spanning tree that satisfies
specified degree restrictions on its vertices (Wamiliana, 2002). Moreover, if in the network’s installation process
must be done in some stages ofgfeiriods due to other restriction such as fund limitation, weather, and so on, the
DCMST arises as Multi Period Degree Constrained Minimum Spanning Tree Problefs) We will provide the brief
review of the problem and the available methods for solving it in the literature revie Section 2. In Section 3 we
discuss the proposed algorithm, followed by implementation, result and discussion in Section 4. In Section 5 we
give the conclusion.

2. LITERATURE REVIEW

As already stated before, MST as one of fundamental structure has many applications. The MST mture usually
is used as the backbone of the problem. There are two well-known and widely used algorithms to S0ive the MST,
Kruskal’s algorithms (Kruskal, 1956) and Prim’s algorithm (Prim, 1957). Eventhough there are some other
algorithms ﬁ()lving the MST such as Sollin’s algorithm or Boruvka, but the previous two are commonly used.
The earliest algorithm for finding a minimum spanning tree according to Graham and Hell (1982) was suggested by
Boruvka (1926a,b) who developed an algorithm for finding the most economical layout for a power-line network.
Minimum spanning trees in general are used in many network optimization problems as the key structure. Since
G.R.Kirchoff designed electrical circuits in the 19™ century, spanning trees have been considered as one of the most
used subgraphs in many network design applications (Wamiliana et al, 2010). Deo and Kumar (1997) reported that




spanning trees can be computed in linear time for a given connected weighted graph. When the spanning tree is
require have minimum weight (minimum spanning tree), the computational time only slightly increases.

The Degree Constrained Minimum Spanning Tree Pr()blern; a problem that concern of finding a Minimum
Spanning Tree whislt also has degree restriction on the vertices. Garey and Johnson (1976) showed that the problem
1s NP complete by reducing the degree on every vertices exactly two in which the DCMST is exactly a famous
and highly investigated problem : the travelling salesman problem. Eventhough not as highly investigated as the
travelling salesman palem. the DCMST problem also investigated by many researchers by proposing exact and
heuristics algorithms. Since this problem is NP complete, heuristic methods have dominated. Some of the heuristics
thaaivc been investigated include: a number of basic MST algorithms of Prim and Kruskg(Niu'ula and Ho (1980);
the genetic Algorithm by Zhou and Gen (1997); Simulated Annealing by Krishnamoorthy et al. (2001); and Iterative
Refinement by Boldon et al. (1996) Deo and Kumar (1997); Tabu Search by Caccetta and Wamiliana (2001),
Wamiliana and Caccetta (2003), Wamiliana (2012); and Modified Penalty by Wamiliana (2004)..
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Some of the exact algorithms for solving the DCMST Pl‘()blailll'cild}’ proposed such as the Branch and Bound
by Narula and Ho (1980) in which the the branching procedure §@n adaptation of the method due to Held and Karp
(1970, 1971) for the traveling salesman problem; Savelbergh and Volgenant (1985) used the branch and bound
algorithm based on an edge exchange analysis and utilized three heuristics (the primal method of Narula and Ho, a
heuristic by Christofides (1976) and a heuristic based on edge exchange); Gavish (1982) and Volgenant (1989)
using Lagrangian Rclmm method by introducing Lagrange multiplier 7 (introducing penalty), and adding them
to the ()bjccliva.mcli()n: and Caccetta and Hill (2001) developed a branch and cut method for the DC&T problem
by generating an upper bound using the heuristics of Savelsbergh and Volgenant (1985), lh@]iliall lower bounds
are generated at the root node using the lagrangean procedure of Volgenant (1989), and the important features of
their method are the used of depth first search procedure.

The Multi Period Degree Constrained Minimum Spanning Tree (MPDCMST) Problem was investigated by
Kawatra (2002) using branch exchange technique as a hybrid to Lagrangean relaxation, anfZshe method was
implemented using vertices varying from 40 to 100; 10 year planning horizon; the time period for activating each
terminal is uniformly distributed from 1 to 6; and set vertex 1 as central vertex. Wamiliana et al (2005) used one
year planning horizon and divided the installation into three periods (four month each) and four periods (three month
each). That modification of MPDCMST was made to mimic the real situation in Indonesia where the funding for
every project usually divided into three terms or periods. By using the same data as Wamiliana et al (2005), Junaidi
et al (2008) improved the method developed by Wamiliana et al (2005) and tested also the method using some
problems taken from TSPLIB. Wamiliana et al (2010) developed WADR1 and WADR2 algorithms which are the
modification of Kruskal’s algorithm and in the searching they used DFS technique with k=2, k is the length of the
node path. In the algorithm they introduced a set HVT; as a set of vertices that must be already in the networks after
period i finished. The use of HVT; s to tackle the problem that some facility (for example hospital, police station,
or other public need facilities) must be in the network earlier to handle public needs. The difference between
WADRI and WADR?2 lied on the process of installation HVT;. Wamiliana et al (2013) improved the methods

investigated by Wamiliana et al (2010) by setting HVT; =3, k<3, MaxVT; = LanJ . Wamiliana et al (2015a)
proposed three algorithms : two were based on Kruskal’s and one were based on Prim’s. The WADR3 and WADR4
were the two algorithm based on Kruskal’s by modifying WADR1 and WADR2 by relaxing the HVT; and
introducing the best k-path, with k =3 WADRS is the algorithm developed based on Prim.

In the same year, Wamiliana et al (2015b) developed two algorithms by adopting the best 2-path, and gave the
detail why the different solution occurs when the of algorithms developed in Wamiliana et al (2010, 2013)
implemented with different HVT; and provided the illustration.

3. THE ALGORITHMS AND DATA FOR IMPLEMENTATION
We propose two algorithms based on Prim’s algorithm which shown on the following pseudocode:
Initiation:V={1},T=0 n=number_of_vertex k=1, kMax=3
begin
while k < kMax
do
if [HVTyl > Max VT
stop
else
T=0
while Ty < (IHVTw-1)
do
find the shortest edge which connects with vertices in V
store in T
if' the connecting vertex not include in HVTx




go to the next edge
else
if adding an edge constitute circuit
choose the next edge
else
if adding an edge violate degree resiriction
choose the next edge
else
store the edge in T and the vertex incident to itin V
Ti++
endif
endif
endif
end
while Ty < (MaxVTi-1)
do
find the shortest edge which connects with vertices in V
store in T
if adding an edge constitute circuit
choose the next edge
else
if adding an edge violate degree restriction
choose the next edge
else
store the edge in T and the vertex incident to itin V
Tit++
endif
endif
end
k++:
endif
endwhile

end

HVT. is the set of vertices that must be installed/connected on k™ period , maxVT. is the maximum number of vertices
that can be installed/connected on k™ period, kMax is the number of period for installation, Ty = the number of edges
that already installed /connected on k™ period , k is the current period.

The coding process is divided into four main stages as shown on the following flowchart :

Developing module
far reading the data

v

Developing module
for findine MST

v

Developing module for
finedine NOMST

v

Developing module for
finding MPDCMST

Fig. 1 Four main stages of the process




The module for reading the data is developed to read the data from the source. The data used is the same as
the data used by Wamiliana et al (2015a, 2015b). One problem on the data represents a complete graph with
specific order. The order of graphs are 10 to 100 with increment of 10 and for every vertex order there are 343
problems for simulation. Therefore, there are total 300 problems to be tested. The module f(]diug MST is
designed to solve the MST of the problem using Prim’s algorithm. The reason for applying Prim’s algorithm
instead of Kruskal'a algorithm because Prim’s algorithm maintains the conectivity of the network during
installation proccesses. The module for finding DCMST is the improvement of module for finding MST wié
the restriction on every vertices. Here, we add a degree rectriction on every vertex by setting d; < 3, where d;
is the degree of vertex i. Finally, the module for finding MPDCMST is the improvement of the module for
finding DCMST by adding number of periods for installing the network, and vertex priority to be installed on
a certain period. .

1
We developed three algorithms based on modified Prim’s algorithm. The first algorithm ( WAAC]) is the
simplest one and exactly the same as WADRS in Wamiliana et al (2015a). The algorithm just follows the
original Prim’s algorithm. The modification made by adding the degree restriction on edge insertion processes
and checking the element on HVTy on every period. In this algorithm the vertices on HVT} are given priority
to be connected/installed as early as possible. We give the illustration of the algorithm as follow:

Table 1. Data file 22.dat (10 vertices)
[ Edge | €12 | €13 | €1 ‘ €5 | Cla ] €17 | Cig | i
| Weight | 740 | 572 [ 447 | 835 | 427 [ 807 | 362 | 832

| 25 [ 26 |ﬁ27 | ]
276 | 741 | 987 | 352 |

—|
8:
Sl
—|
Sﬁ

|Ed8'5 |'32c1 |Ez.|u|E.u |E.\5 |E.1& |E37 |E.u |E39 |E.\.m |Ed5 |e-¥| |E47|qu |E19 |Eu.|u|
| Weight | 368 | 403 | 505 [ 921 | 757 [ 884 | 369 | 886 | 545 | 639 | 253 | 750 | 251 | 187 [ 857 |

[ Edgﬂ ] E‘ﬁ | ET‘ | ES!G ‘ ES‘J [ I:':S.I(I | Eﬁ“- | Eﬁ!ﬂ | Eﬁ‘] | Eﬁ.\(l | ET!G [ ET‘I 1 I::'T.I(I ] E@N ‘ E@G.I(I | I1‘] 10 |
| Weight | 807 | 926 | 781 | 605 | 112 [ 559 | 411 [ 473 | 743 [ 882 | 693 | 851 | 509 | 434 | 828 |

For n= 10, by setting v, as the root, V={v,},and using k= 1,23 and HVT, = {2}, HVT>={3}, HVT; = {4} we
get the following figures for every period installation.
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Fig.2 Stage of instalation for every period of WAAC1 Algorithm

Node that the box between every pair of vertices represent the distance/cost/weight. For instance, the weight of
edge e (weight from v2 to v4) is smaller than ejs.

For the second algorithm ( WAAC?2), the vertices on HV T\ are not given priority to be connected as soon
as possible, but can be any time as long as the connection still on that certain period. The following figures
give the illustration.
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Fig.3 Stage of instalation for every period of WAAC2 Algorithm

For the third algorithm ( WAAC3) we adopt the technique used by Wamiliana et al (2015b) by applying the
smallest value for 2-path. The following figures show the illustration of the algorithm.

(=]

.@l@l@

(2]
-,

o=9 ?@

e =6
4
@-@19'6—@
(5

The first period The second period The third period

Fig.4 Stage of instalation for every period of WAAC3 Algorithm

4. IMPLEMENTATIONS, RESULTS AND DISCUSSION
We implemented our heuristic using the C++ programming language running on dual core computer,
with 1.83 Ghz and 2 GB RAM. We used the same elements on HVTy as used by Wamiliana et al (2015) as the
following table:

Table 1. The list of vertices in HVT; ,i=1.23

N | HVT, HVT, HVT,
10 {2} {3} {4}
20 {2} {3} {4}
30 {23} {45} {67}
0 {234) (567} {89.10}
50 {2345} {6789} {10,11,12,13}
60 {23456} {789.10.11} {12.13.14.15}
70 {23456.7} {89.10,11,12,13} {14,15,16,17,18.,19}
80 {2345678) {9.10.11,12.13.14,15} {16.17.18,19.20 21 22)
90  {2345678) {9.10,11,12,13,14,15 } {16.17.18,19.20 21 22}
100 {23456789} {10,11,12,13,14.,15,16,17} }18.1920.21,2223.24 25}




We compare our algorithms with algorithms developed by Wamiliana et al (2015a, 2015b) and we get the
following solutions

Comparative analysis of solutions for MPDCMST
3500 -
3000 - ——MST
2500 - =l DCMST
=
%" 2000 - == \WADR1
H
¢ 1500 - e \WADR 2
o
“ 1000 - = \WADR3
500 —0—WAC1
0 e WAC2
10 20 30 40 50 60 70 80 90 100
e \WAC3
Vertex order

Fig. 5. Comparative analysis of some heuristics for the MPDCMST.

5. CONCLUSION

From the chart on Figure 4 we see that the average solutions of WAACI and WAACS3 heuristics are better
than WADRI and WADR 2 of Wamiliana et al (2010). The heuristics that performs better than WAACI1
and WAAC3 are WADR3 and WAAC2. But, WADR3 is an algorithm developed based on Kruskal’s
algorithm in which during installation process , disconnectivity of the networks is permissible, whilein
WAACIT, WAAC2, and WAACS3 the connectivity is maintained. The result shows that on this comparison,
the WAAC2 heuristics is the closest to the average solutions of DCMST which is the lower bound of
MPDCMST, and therefore WAAC?2 performs the best.
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