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Welcome from the Executive Chairs 

ICDAR 2013 

Welcome to the 2013 International Conference on Document Analysis and Recognition in 
Washington, DC.  It is truly an honor to host our premier conference in the capital of the United 
States of America.  While the city is still very young compared to previous hosts, it represents 
the founding of our nation from early settlers to the modern day center of government.  We hope 
that you will take time to enjoy the cultural and historic sites the city has to offer, especially the 
many monuments and museums, only minutes from the conference venue. 

ICDAR 2013 is the twelfth biennial meeting of our international research community which 
began in St. Malo, France in 1991.  Since that time, we have met in Tsukuba, Japan (‘93), 
Montreal, Canada (‘95), Ulm, Germany (‘97), Bangalore, India (‘99), Seattle, Washington (‘01), 
Edinburgh, UK (‘03), Seoul, Korea (‘05), Curitiba, Brazil (‘07), Barcelona, Spain (‘09) and most 
recently in Beijing, China (‘11).  ICDAR 2013 continues a long tradition of providing state-of-
the-art snapshots of the research advances in our field and we hope that you will benefit from all 
that the conference has to offer, both technically and socially. 

This year’s conference will be highlighted by three keynote talks. The first keynote will be by 
IAPR/ICDAR Outstanding Achievements Award winner Réjean Plamondon, who will focus his 
talk on the neuromotor aspects of handwriting. In the second keynote, Roger Easton, a professor 
from the Rochester Institute of Technology, will draw on his work in using imaging technologies 
to enable manuscript scholars to uncover lost or unexpected material.  Finally Michael Lesk, a 
professor at Rutgers University, will provide his insights on the generality of graphic tools and 
text tools and what can be learned from relationships between them.    

Through the technical program, you will be audience to 81 oral presentations and 184 poster 
presentations over three days.  In conjunction with the conference, we are proud to continue the 
ICDAR Doctoral Consortium which will pair the next generation of researchers with top mentors 
in our field.  The conference will also host a series of workshops and tutorials aimed at the 
focused study of cutting-edge problems in our field, and researchers will have the opportunity to 
learn the results of numerous competitions that are driving interest in the community. We hope 
that this conference will provide a forum for generating an increased interest on scholarship 
within the field of document analysis. 

As anyone who has taken on the responsibility of hosting ICDAR or other large conferences 
knows, success depends almost exclusively on the team of volunteers who work tirelessly on the 
program, infrastructure, and facilities.  We would first like to thank the program co-chairs, Elisa 
Barney Smith, Abdel Belaid and Koichi Kise who have worked to put together a first-class 
technical program.  We would also like to thank the chairs of the workshops, tutorials and 
competitions for providing us with the supplemental opportunities to interact and advance our 
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field. We gratefully acknowledge the financial support of our sponsors which helps to offset 
costs and provide various awards for exemplary research.  Finally, we would like to thank our 
team of organizers, and in particular, Srirangaraj (Ranga) Setlur for his role as publications and 
publicity chair and overall coordination, and Edward Sobczak for managing the technical 
infrastructure, as well as Eugenia Smith from SUNY Buffalo and Laura Stevens from Raytheon 
BBN for helping with facilities and secretariat responsibilities. 

Please enjoy the conference, our city, and the interaction with your colleagues. 

 

David Doermann, Venu Govindaraju, Daniel Lopresti, and Prem Natarajan  

Executive Chairs, ICDAR 2013 

 

 

xxv



Welcome from the Program Chairs 

ICDAR 2013 
 
The Program Chairs are pleased to welcome you to ICDAR 2013. The technical program is, of course, the 
foundation of any conference, and ICDAR 2013 is no exception. As the Program Chairs, we take primary 
responsibility for deciding the program, but its content and quality derive from the vision and hard work of a large 
number of people.  
 
We wish to thank the authors for choosing ICDAR as the event where they want to present the results of their 
research. ICDAR in its 12th year has grown to be recognized as the venue of great impact and quality for presenting 
document research. This is largely because of the quality of the submissions. The Program Committee and the 
Reviewers deserve tremendous thanks for the critical job they did in helping to select the papers for this year’s 
conference. Their names are listed on the pages that follow as a small measure of our deep appreciation. 
 
As the General Chairs have noted, we received a total of 429 submissions to the conference. We were joined by 97 
distinguished members of the international research community from 18 different countries who served as the 
Program Committee. Reviews were assigned to Program Committee members through a bidding process based on 
technical expertise and interests, with each member receiving an average of 13 papers. Between the Program 
Committee and outside Reviewers, a total of 1,239 reviews were collected, with the vast majority of submissions 
receiving three reviews. These formed the basis for our acceptance decisions. For the first time we implemented a 
rebuttal phase to let authors clarify points with reviewers to try and remove minor misunderstandings. While there 
were certainly things that should be done better next time this is done, the general feedback was that it was a step in 
the right direction. 
 
The final program is organized into three parallel tracks incorporating 23 oral sessions, three poster sessions, three 
keynote talks, and the results of the ICDAR competitions spread over three days. A total of 45 different countries are 
represented in the technical program. Again this year the greatest number of authors come from China, and France. 
They are followed by the United States, India, Japan, and Germany. 
 
While in one sense our job as the Program Chairs is done after the papers have been selected and the program set, 
we eagerly look forward to seeing all of the members of our community in Washington. We want to thank the local 
organizing committee, the Executive Chairs, and the General Chairs for providing such an attractive venue for 
ICDAR 2013. Washington DC is a great city for ICDAR, and we have no doubt that this in part explains the large 
number of submissions we received for the conference. We hope that you find ICDAR 2013 an enjoyable and 
valuable experience. 
 
Elisa H Barney Smith 
Abdel Belaid 
Koichi Kise 
Program Chairs, ICDAR 2013 
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Statistical Modeling of the Relation Between
Characters and Diacritics in Lampung Script

Akmal Junaidi, René Grzeszick and Gernot A. Fink
Pattern Recognition in Embedded Systems Group
Department of Computer Science, TU Dortmund

Dortmund, Germany
Email: {akmal.junaidi,rene.grzeszick,gernot.fink}@udo.edu

Szilárd Vajda
Lister Hill National Center for Biomedical Communications
National Library of Medicine, National Institutes of Health

USA
Email: szilard.vajda@nih.gov

Abstract—Lampung Script is a non-cursive script where a
rich set of diacritics is used to modify the syllable denoted by
a character symbol. Consequently, the analysis of the relation
between characters and diacritic marks associated with them
plays an important role in the recognition process. As diacritics
can appear in three different relative positions with respect to a
character (top, bottom, and right) associating them correctly with
a character is a challenging problem. In this paper we propose a
novel approach for modeling the relations between characters and
diacritics in handwritten Lampung documents. First, a document
is segmented into characters and diacritic marks. Then every
character defines a normalized coordinate system into which
nearby diacritics can be mapped. The relation between a diacritic
mark and its associated character can then be described by a
statistical model. In a writer independent experimental evaluation
we investigate models with different degrees of specialization with
respect to their capability of predicting the correct character-to-
diacritic associations. We achieve significant error rate reductions
with respect to a naive association model using a nearest-neighbor
criterion.

Keywords-Lampung Script; Gaussian Mixture Model;
diacritic-character relation;

I. INTRODUCTION

Handwritten character recognition systems have been pro-
gressively developed for more than 40 years. During this
time, many researchers devoted their ideas on various scripts
like Arabic [1], Chinese [2], Bangla [3], [4], Farsi [5], etc.
Recently, many approaches have been developed and used for
some key research areas like line extraction, word spotting,
character recognition, writer identification, etc. Most of this
research focused on the characters while ignoring particular
marks around the characters, the so-called accents or diacritics.
Only very limited research work was dedicated to characters
with diacritics [6]. However, these marks play an important
role to change the meaning or pronunciation of a word. Many
languages from all around the world use these symbols as
an integral part of their writing system. For example, French,
Greek, German, Czech, Hungarian, Spanish, Portuguese and
Turkish in Europe, Arabic in the Middle East or Indic scripts,
Vietnamese and Lampung in Asia.

While accents or diacritics occur only rarely in some of
these scripts, they play a major role in others. For example,
Lampung is a script written in the Lampung province in
Indonesia, which is employing a rich collection of diacritics

Fig. 1. An example of a handwritten Lampung document.

as an important part of the script (see Fig. 1 for illustration).
Unlike other scripts that have only top and/or bottom diacritics,
this script has diacritics lying on the right side of the character
as well. Moreover, diacritics can be found not only on one
position around a character, but also at combinations of these
locations. In this paper we will introduce a novel method
for associating diacritics at varying positions with a Lampung
character. Besides the limited research on diacritics in general,
the extensive usage of diacritics in Lampung is a major
motivation for our work on this script.

The rest of this paper is organized as follows. The next sec-
tion discusses the related works with respect to diacritics and
Lampung script. Then, Section 3 provides an introduction to
the script particularly about characters, diacritics and syllables.
Section 4 illustrates the novel recognition approach, followed
by the experiments and results. The final section contains the
conclusion of this research.

II. RELATED WORKS

In the field of handwritten character recognition, the char-
acters and diacritics are generally considered as two different
separate entities. Therefore, a document is commonly seg-
mented into two parts: The characters and the diacritics [1],
[6]. However, for analysis, the character and its diacritics
should be handled as one. In fact, a separated character
and its diacritics have to be associated with each other. The
composition of a character with diacritics which can be called
a compound character, will increase the complexity of the
recognition task. Extra efforts should be proposed to address
them correctly.

Work on characters and diacritics has been done for French
handwriting [6]. In this work, the character and diacritic were
separated and handled as a single piece of the component.
Each of them was recognized independently. Then, to form

2013 12th International Conference on Document Analysis and Recognition
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compound characters, each vowel in the test set was combined
with diacritics (if applicable). For recognition, the authors did
not build a specific system, but they realized it based on hand-
written character recognition for lower case characters and a
recognizer for four diacritics. The recognition rate in their
experiments depends on lower case recognition rate, diacritic
recognition rate and segmentation of characters and diacritics.
Applying their approach, they acquired 93.5% recognition rate
for their artificial database and 92.7% for their local collection.
In general, the recognition rate of compound characters is
almost the same as the recognition rate of the lower case
characters.

Similar work has been conducted on Vietnamese [7] that
also uses Roman scripts. Four diacritics are used for creating
additional sounds and five others to control the tone of the
word. The tonal diacritics will guide the voice of a speaker
like the low, high, sharp, fall, rise in tone and it effects
to the words meaning. The idea of the work is the usage
of a Modified Optimized Cosine Descriptor (MOCD) with
appropriate sampling algorithms to represent multiple strokes
of a character in a single feature set. Then this MOCD was
fed into a handwritten character recognition system which is a
three layers processing classifier. The first layer is intended to
classify the main character, the second is used for classifying
circumflex diacritics, and the last one is for recognizing tonal
diacritics. The average recognition rates of main characters
is 87.79%, circumflex, 93.37 − 99.91% and tonal diacritics
93.88% respectively.

Pure diacritic processing work has been carried out on
Arabic handwriting [1]. Instead of utilizing the main character,
the authors only relied on the features of the diacritics for
identifying the writer of a document. Each diacritic was read
as input data and then a Linear Binary Pattern (LBP) histogram
was calculated. All diacritic LBPs with respect to each writer
were concatenated in order to obtain a complete feature repre-
sentation for the associated writer. For identifying the writer, a
distance metric between the LBP histograms of the unknown
writer and LBP histograms of the writers in the database
was evaluated. The decision was made after examining the
minimum distance between the LBP histograms. Testing on
the IFN/ENIT database [8] showed that their approach could
achieve 97.56% accuracy for 287 different writers.

In our previous work, particular research on the Lampung
handwritten character recognition has been addressed for semi-
automatic labeling [9] and recognition [10]. In the first work,
we manually assigned labels to only 0.5% of the training
data, the rest of the labels were inferred automatically by the
proposed method. Then a classifier was built on top of the
inferred labels for recognizing the test set. For recognition,
we proposed a water reservoir based feature set in order
to recognize Lampung handwritten characters and achieved
94.27% accuracy for 18 classes.

III. OVERVIEW OF THE LAMPUNG WRITING

As one might see in Fig. 1, the Lampung script is not a
cursive script. Both characters and diacritics can be visually

Fig. 2. Examples for all 20 characters of the Lampung script.

distinguished. They can stick closely and form a compound
character. These can be found in various configurations, from
a simple configuration i.e. a base character without any diacrit-
ics, to a crowded configuration i.e. a compound character built
by a character and a set of diacritics. In order to understand
the concept of the Lampung script, the characters as well as
the diacritics and and their usage for composing a syllable are
explained in the following.

A. The character and diacritic

Lampung script contains 20 characters and 7 basic diacritics.
In terms of geometric shape, all the characters have at least
one curve as a dominant shape and some of them may have
a short strip attached to the curve (see Fig. 2). The diacritics
are much simpler in shape compared to the character.

If we observe them in more detail, three diacritic shapes
are very similar to three characters, ga ( ), pa ( ), and ha
( ), respectively. The only distinction among them is their
size. In general, the diacritics size is much smaller than the
characters size, so that they can easily be discriminated by
size-based filtering. For a visual illustration of the shape, the
diacritics in various position are depicted in Fig. 3.

Fig. 3. The Lampung diacritics with their possible positions in the script.

B. Syllable construction

All characters of the Lampung script end with an ’a’ sound.
Therefore, a character without any diacritics will always
generate a syllable with the ending sound ’a’. In order to
change the pronounciation, the diacritics can be placed around
the character. They can be positioned on the top, the bottom
or the right of the character which then produces a specific
pronounciation. Hence, the sound can be modified from a raw
character syllable sound into various syllable sounds.

For example in Fig. 4a, a basic character ba ( ) without a
diacritic will produce the syllable ba. It becomes a syllable bar
if an s-like diacritic is on the top of the character, or becomes
a syllable bu if there is only a horizontal-line diacritic on the
bottom of the character. However with two diacritics as we
can see in Fig. 4a, the syllable changes to bur.

A complete word is constructed by some syllables created
by characters and diacritics. Thus, incorporating diacritics in
the handwriting character recognition is very important for
understanding the true meaning of a word.
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IV. PROPOSED APPROACH

The main concern of our work is to analyse the assign-
ment of a diacritic to the correct character among several
characters nearby. Concerning that goal, in this section we
describe the representation of a compound character in terms
of diacritic-character pairs and their feature representation. We
then introduce the statistical model for associating diacritics
with characters.

A. Feature representation of diacritic-character pairs

The objective of our approach is to associate a diacritic
with a character. Hence, the view of the data is no longer
character-centered but diacritic-centered. For further analysis
of compound characters, a diacritic and a corresponding char-
acter is considered as one pair. If there are more diacritics
associated with one character each association is treated as an
independent diacritic-character pair. A character without any
diacritics will not be considered in the pairing.

Each diacritic-character pair is expressed in terms of a
feature vector using the following steps: First, the character
is located and its geometric center is computed. This center
serves as the origin of a local Cartesian system for the
compound character (see Fig. 4).

(a) (b)

Fig. 4. Examples of Lampung syllables consisting of a basic character and
diacritics: (a) the character ba with top and bottom diacritics generates the
syllable bur and (b) the character na with bottom and right diacritics generates
the syllable nuh.

We then examine the relation of a diacritic and its cor-
responding character by computing the distance between the
origin and the gravity center of the diacritic. This distance is
projected along the X (dx) and Y axis (dy). We normalize the
projected distance by dividing it by the width (W ) or height
(H) of the associated character respectively, as defined by:

x =
dx
W

, y =
dy
H

(1)

Both values can be rewritten as an ordered pair v = [x, y],
which serves as a feature vector of a diacritic and its cor-
responding character. The entity v represents a normalized
position of a diacritic relative to the character as the central
viewpoint. In more specific term, this entitiy symbolizes the
relative position of the diacritic on the top, the bottom or the
right side of the character.

B. Statistical model

As we represented the diacritic-character pair in form of a
feature vector v, we can use this representation for creating

(a) (b) (c)

Fig. 5. Distribution of normalized diacritic positions: (a) for all characters
in the training set, (b) for the character with the most frequent diacritics, and
(c) for the character with the second least frequent diacritics.

a statistical model of these relations. All characters around
a diacritic are considered as candidates for pairing (see Fig.
6). Note that for every pairing a different feature vector is
computed, as the feature representation is based on the local
coordinate system of the associated character.

For each of the nearby Lampung characters cj the prob-
ability of a pairing can be estimated by a Gaussian mixture
model:

P (v|cj) =
kj∑

i=1

wi,jN (v|μi,j ,Σi,j) (2)

Where:
kj : is the number of components for character cj
wi,j : the weight of component i
N : the Gaussian normal distribution
μi,j : the mean of the component i
Σi,j : the covariance of the component i.

Note that from the training data different means and covari-
ances can be estimated for each character. We applied k-Means
clustering [11] on the complete training data for computing an
initial model. Then we used the EM-algorithm [12] to optimize
the model parameters with respect to the different character
specific distributions. Examples for different distributions of
the feature vectors can be seen in Fig. 5.

For associating a diacritic with a character the s closest
characters are considered. The diacritic-character pairing with
the maximum conditional likelihood over all possible pairings
is assumed to be the correct one:

s = argmax
s

(P (vs|cs)) (3)

Since there are Lampung characters that rarely occur in
association with any diacritics, the estimation of the model
parameters for these will be less reliable than for characters
with a high number of samples. Hence, in a more general case
the association between diacritics and characters can also be
made based on a Gaussian mixture model that is estimated on
the complete dataset. This can be formulated as the marginal
densitiy of P (vj , cj) or approximated by estimating the model
parameters character independently:

P (v) =

|c|∑

j=1

P (cj)P (v|cj) ≈
n∑

i=1

wiN (v|μi,Σi) (4)
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Here n denotes the the number of mixture components com-
puted on the complete training set and |c| denotes the set of
characters.

V. EXPERIMENTS

The following subsection outlines the dataset and the ex-
periments. A brief discussion is also provided in order to
emphasize the important aspects of the experiments.

A. Dataset

For this experiment, we used the same dataset as descibed in
[9], [10] but with a different composition. We did not work on
a class-wise manner but rather document-wise. The complete
collection was separated in training and test set, containing 62
and 20 documents, respectively.

Among the training set, there are 17476 diacritic-character
pairings. There are also 8039 characters without any diacritics
around them, which are of no concern for our purposes.
Similarly, the test set consists of 6058 such pairings and 2522
characters that should not be associated with any diacritics.

The complete dataset was manually annotated so that the
ground truth of all diacritic-character pairs is available. The
pairs of the training set are also arranged in a character-
based representation. Since there are 20 different characters,
the overall set consists of 20 groups of pairs. Note that the
groups are not significantly balanced in number of pairs.

B. Experimental setup

The first experiment was executed for supplying the baseline
model. This was carried out by computing the closest distance
of the diacritic and the character as the association criteria.

In the following we evaluated our approach, as described
in Section IV. For these experiments we considered only the
six characters that are closest to the diacritic in question for
further investigation (see Fig. 6).

Fig. 6. The six characters closest to the diacritic are evaluated by our
statistical approach.

For the evaluation, we needed to estimate the mixture model
parameters in terms of the mean and covariance. Therefore,
we designed four different experiment runs concerning the
determination of these parameters.

For the first experiment, the mixture model parameters of
the training set were obtained by estimating the densities
regardless of the character information (see Fig. 5a). This
distribution mainly has three separate modes, one for each
diacritic position. Based on that, we proceed the estimation
of parameters for three density components. Later, we also
evaluated more components i.e. 5, 10 and 20 in order to have
a comparable output. Second, we used the EM-algorithm to
optimize the likelihood of the character independent model.

All density parameters accounted in this stage are called global
parameters.

The next experiment run uses the character specific model
parameters, as described in Section IV-B, in order to capture
more detailed information about the diacritic-character rela-
tion. We refer to this model as the local one.

The idea of the last experiment is simple. When a specific
character has only a small number of training pairs, then
the clustering process may not have enough information to
succeed. This situation eventually could distort the estimation
of parameters. To cope with this problem, a replacement of
the local with the global parameters could lower this risk
because the global parameters were determined from a number
of data which were definitely reliable. To accomplish this,
first, both the global and local parameters were calculated.
Then we sorted each character and its local model parameters
according to the number of samples in an ascending order.
The mechanism of the replacement has been administered in
such a way that it was started by a single replacement of the
parameters with the lowest number of samples. In the next
experiment the parameters with the first and the second lowest
number of samples are replaced and so forth. At the end, we
replaced all 20 local models with the global one.

C. Results and discussion

As we defined the nearest distance for assigning a diacritic
to a character, we achieve an association accuracy 90.5%
(5481 out of 6058) for the baseline model.

In the first experiment the global parameters are used. We
evaluated mixture models using 3, 5, 10, and 20 densities using
k-Means clustering and later k-Means with EM. Although the
number of densities is increased, the association rate of the
approach does not significantly increase. As shown in Table I,
the best results of 92.1% were achieved using 20 densities and
optimizing them with EM. The best trade-off between model
complexity and association rate was achieved with only five
densities and EM-optimization.

While for local models for each character, the best associ-
ation rate is 91.7% with three clusters (see the first row of
Table II), we can see that the accuracy of the local parameters
rate is not significantly different from the association rate of
the global parameter experiments. The reason is that for some
characters the number of diacritic associations was not enough
to form three or more clusters. Consequently, the association
criteria of the diacritics to a character was deficient due to the
bias of the parameters.

Finally the output of the last experiment is shown in
Table II. The second row with 19 character specific models

TABLE I
EXPERIMENT OF MIXTURE MODEL WITH THE GLOBAL PARAMETERS

# density Clustering method Correct association (%)
3 K-Means / K-Means & EM 91.5 / 91.6
5 K-Means / K-Means & EM 91.5 / 92.0
10 K-Means / K-Means & EM 91.9 / 91.9
20 K-Means / K-Means & EM 91.8 / 92.1
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TABLE II
EXPERIMENT OF MIXTURE MODEL WITH REPLACEMENTS THE LOCAL TO

GLOBAL PARAMETERS

Number of character Association rate of
specific models 3 densities 5 densities

20 91.7 91.5
19 91.9 92.0
18 91.8 92.2
17 91.8 92.2
16 91.7 92.2
15 91.5 92.2
14 91.3 92.2
13 91.0 92.1
12 90.3 92.2
11 90.0 92.1
10 89.7 92.1
9 88.9 92.1
8 88.1 92.1
7 87.4 92.0
6 85.6 92.0
5 84.3 91.9
4 83.4 91.9
3 82.0 91.8
2 79.6 91.7
1 78.0 91.7

Global model 91.6 92.0

indicates the experiment with only one character model being
replaced by the global one. The next shows the experiment
with two characters parameters being replaced by the global
parameters and keeping 18 local parameters and so forth. If we
compare the association rates in those tables and the baseline
indicator, we can infer that the majority of the association
rates are significantly improved. The rates fluctuate around
91.0 − 92.2% with the best result being achieved with five
densities and 12 or 14− 18 character specific models.

(a) (b)

Fig. 7. Incorrect association of a diacritic to the character: (a) due to a lack
of data, (b) due to a misclassified diacritic.

During our experiments we also analyzed some cases of
incorrect associations. Fig. 7 shows two examples of them
from the last experiment with five densities. In Fig. 7a, the
source of incorrect association is a lack of data. The character
wa ( ) has the diacritics with the third lowest rank. In
this step it became a character candidate. However, when the
Gaussian mixture model was used for exploring the density
elements, there were not enough data samples. Hence, the
probability density function was biased and then assigned to
the wrong character (ba or ).

Whereas in the second example, the association step is
systematically correct. However, the diacritic of such a shape
as seen in Fig. 7b may not occur on the right side of any

character. Due to the fact that the diacritic classification on the
test set is fully automatic, the classifier incorrectly assigned it
as being a diacritic of the character.

VI. CONCLUSION

In this paper, we proposed a technique for associating
a diacritic to the correct character selected from a set of
candidate characters in Lampung script. The association rule
is built based on a statistical approach using a Gaussian
mixture model. To achieve comparable results, we applied four
different strategies in the determination of the mixture model
parameters. From those strategies, the best association rate is
92.2% which is very promising for non cursive handwritten
script like Lampung text. This achievement is also reflecting
the effectiveness of our approach which is also applicable for
other scripts provided that a sufficiently reliable segmentation
into characters and diacritics can be obtained.
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