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Abstract - One of the most research discussed topics is the prediction or forecasting of the COVID-19 data using the 
classical time series (such as exponential smoothing) and machine learning methods. In fact, the classical time series 

method often produces quite large error rates. In this study, the researchers try to use nonparametric modeling with the 

kernel method to get better results with the smallest error rate. Furthermore, the results of the kernel method are 

compared with the results of the classical time series method. As a comparison tool, the researchers use MAPE by paying 

attention to the smallest MAPE value. The data used in this study are the COVID-19 data in Indonesia in which its 

variable is the total of deaths per day. After comparing the classical time series method with the kernel method, the 

obtained better results are the results from the kernel method. In this study, the researchers use five kernel functions, 

namely the Gaussian, Epanechnikov, Triangular, Biweight, and Triweight. Then, these five kernel functions are compared 

to find the best function. After the comparison process is done, the triweight kernel function was determined as the best 

function with the smallest error rate with a MAPE value of 0,9%. 
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I. INTRODUCTION 
In 2019 – 2020, an outbreak attacked the world called the COVID-19 (Coronavirus Disease-19). This 2019 

coronavirus disease (Covid-19) is an infectious disease caused by severe acute respiratory syndrome from Coronavirus-2 

(SARS-CoV-2). The virus emerged in China in December 2019 and since then it has spread rapidly throughout the world. 

As of 7 December 2020, WHO recorded that there were 65.8 million confirmed cases of the COVID-19, in which 1.5 

million of them passed away and the COVID-19 has spread to 220 countries [1]. This COVID-19 has been declared as a 

pandemic by WHO on 11 March 2020. 

This COVID-19 which has hit many countries in the world has made many scientists and academics conducting 

research on it. COVID-19 data that is calculated every day is time-series data. A study on time series analysis on the 

COVID-19 data has been conducted by kartis [2], Nikolopoulos et. al [3] and Gecil et. al [4] who used the classical time 

series method and machine learning approach to forecasting. COVID-19 forecasting has also been carried out by Kalantari 

[5] using the spectrum analysis method and Shi et. al [6] using weight kernel density estimation. Furthermore, [7], Triacca 

[8], Geng et. al [9] and Elson [10] has also conducted a similar study with a different analysis method. Mathematical 

modeling can also be used in estimating and predicting COVID-19 cases, as carried out by Zakary [11] in Morocco, Pande 

[12], Oyetunde [13], Oyetunde et. Al [14] and Hassan [15]. 

The methods commonly used in time series data studies are exponential smoothing. However, in fact, some data do 

not meet the time series assumptions so that if the analysis is still carried out using the classical time series method, it will 

result in large error rates and inaccurate forecasting. To overcome this problem, nonparametric modeling can be used, in 

which this modeling does not require time-series assumptions and is expected to produce smaller error rates. In several 

time series data studies, this nonparametric modeling is used and the results indicate that this modeling produces a smaller 

error rate than parametric modeling, such as studies conducted by [16] on the kernel regression model and [17] on a 

nonparametric regression approach with the kernel function, in which both studies discuss the composite stock price index. 

Studies on the kernel regression have been also carried out by [18] and [19] who analyzed inflation data in Indonesia. 

Furthermore, [20] also used the kernel method on time series data. 

In Indonesia, COVID-19 cases are still increasing day by day. As of 10 December 2020, there were 598,933 

confirmed cases with 491,975 recovered and 18,336 deaths [21]. For this reason, the researchers are interested in 

conducting a study on the COVID-19 data using nonparametric modeling to obtain better results than the parametric 

modeling. Therefore, the researchers conducted a study entitled “Nonparametric Modeling Using Kernel Method for the 

Estimation of the COVID-19 Data in Indonesia during 2020”. 
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II. STATISTICAL MODEL 

A. Classical Time Series Forecasting Methods 

The classic time series method that is widely used is exponential smoothing which consists of 

1) Single exponential smoothing (SES). It is a method that can reduce data storage problems so that all or part of 

historical data does not need to be stored. We just need to keep the last observations & forecasts and the constant value 

[22]. The following is the equation of this method. 

F𝑡 = 𝛼 Y𝑡−1 + (1 − 𝛼)F𝑡−1 

2) Double exponential smoothing (DES). It is a method whose prediction begins by determining the parameter size 

using trial and error. This method is more often used to predict trend-patterned data. According to [22], there are three 

equations concerning this method, namely as follows. 

Exponential smoothing on overall data: 

𝑆𝑡 = 𝛼 𝑋𝑡 + (1 − 𝛼)( 𝑆𝑡−1 + 𝑏𝑡−1) 
Trend pattern smoothing: 

 𝑏𝑡 = 𝛾 ( 𝑆𝑡 −  𝑆𝑡−1) + (1 − 𝛾) 𝑏𝑡−1 
Smoothing of the future m period: 

 𝐹𝑡+𝑚 =  𝑆𝑡 +  𝑏𝑡𝑚 

3) The Holt-Winters Method. It is also called triple exponential smoothing. This method is the development of 

exponential smoothing designed for trend and seasonal time series data. According to [22], there are four equations 

concerning this method, namely as follows. 

Exponential smoothing on overall data: 

𝑆𝑡 = 𝛼
 𝑋𝑡

𝐼𝑡−𝐿

+ (1 + 𝛼) + ( 𝑆𝑡−1 + 𝑏𝑡−1) 

Trend pattern smoothing: 

 𝑏𝑡 = 𝛾 ( 𝑆𝑡 −  𝑆𝑡−1) + (1 − 𝛾) 𝑏𝑡−1 
Seasonal pattern smoothing: 

 𝐼𝑡 = 𝛽
𝑋𝑡

𝑆𝑡

+ (1 − 𝛽)𝐼𝑡−𝐿 

Forecasting of the future m period: 

 𝐹𝑡+𝑚 = ( 𝑆𝑡 +  𝑏𝑡𝑚)𝐼𝑡−𝐿+𝑚 

B. Kernel estimator  

The kernel estimator is an explicit modeling method based on a probability density function with a perpendicular 

observation distances that does not require any assumptions of the shape of the data distribution. kernel estimator is almost 

the same as the other linear estimators. However, the kernel method is more specific in the use of the bandwidth method 

[23]. According to [24], the kernel estimator is divided into three types, namely as follows. 

Nadaraya-Watson Estimator: 

�̂�(𝑥) =
∑ 𝐾 (

𝑥 − 𝑋𝑖

ℎ
) 𝑌𝑖

𝑛
𝑖=1

∑ 𝐾 (
𝑥 − 𝑋𝑖

ℎ
)𝑛

𝑖=1

 

Priestly-Chao Estimator: 

�̂�(𝑥) =
1

ℎ
∑(𝑥 − 𝑥𝑖−1) 𝑌𝑖  𝐾 (

𝑥 − 𝑋𝑖

ℎ
)

𝑛

𝑖=1

 

Gasser-Muller Estimator: 

�̂�(𝑥) =
1

ℎ
∑  𝑌𝑖  ∫  𝐾 (

𝑥 − 𝑋𝑖

ℎ
)

 𝑠𝑖

 𝑠𝑖−1

𝑑𝑥

𝑛

𝑖=1

 

According to [25], the general kernel function is as follows.  

 𝐾ℎ(𝑥) =
1

ℎ
𝐾 (

𝑥

ℎ
) 

with several kernel functions in the estimator kernel used for data estimation as shown in the following table.  
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Table I. Commonly Used Kernel Functions 

No Kernel 𝐾(𝑥) 

1 Uniform 1

2
𝐼 (|𝑥| ≤ 1) 

2 Triangle (1 − |𝑥|) 𝐼 (|𝑥| ≤ 1) 

3 Epanechnikov 3

4
(1 − 𝑥2) 𝐼 (|𝑥| ≤ 1) 

4 Biweight 15

16
(1 − 𝑥2)2 𝐼 (|𝑥| ≤ 1) 

5 Triweight 35

32
(1 − 𝑥2)3𝐼(|𝑥| ≤ 1) 

6 Gaussian 1

√2𝜋
exp (

1

2
( −𝑥2)) − ∞ < 𝑥 < ∞ 

7 Cosine  𝜋

4
cos (

𝜋

4
𝑥) 𝐼(|𝑥| ≤ 1) 

8 Tricube 70

81
(1 − |𝑥|3)3𝐼(|𝑥| ≤ 1) 

9 Logistics  1

𝑒𝑥 + 2 + 𝑒−𝑥
 

where I is the indicator function with 

𝐼(𝑥) = {
1 𝑖𝑓 |𝑥| ≤ 1

0 𝑖𝑓 |𝑥| > 1
    

 To get the best estimate, one of the most important things is to choose the optimal bandwidth with associated kernel 

functions. This can be done using the Generalized Cross-Validation (GCV) criterion with formula 

𝐺𝐶𝑉 =
𝑀𝑆𝐸

(
1
𝑛  𝑡𝑟(𝐼 − 𝐻(ℎ)))

2 

where 𝐻(ℎ)  = 𝑋(𝑋′𝑋 + 𝑛ℎ𝐼)−1𝑋′ and 𝑀𝑆𝐸  = 
1

𝑛
∑ (𝑦𝑖 − 𝑚ℎ(𝑥𝑖))

2𝑛
𝑖=1 .  The error rate measurement to compare the 

best estimator between classical time series forecasting methods and the kernel estimator is based the value of: 

Root Mean Square Error (RMSE): 

𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸 
Mean Absolute Deviation (MAD): 

𝑀𝐴𝐷 =
1

𝑛
∑|𝑒𝑖|

𝑛

𝑖=1

=
1

𝑛
∑|𝑦𝑖 − �̂�𝑖|

𝑛

𝑖=1

 

Mean Absolute Percentage Error (MAPE): 

𝑀𝐴𝑃𝐸 = ∑ |
𝑦 − �̂�

𝑦
| × 100%

𝑛

𝑖=1

 

III. METHOD 

In this study, researchers used mortality data of COVID-19 patients in Indonesia from April to November 2020 

obtained from covid19.go.id. We estimated the data model using time series forecasting methods such as exponential 

smoothing. The results were compared with the kernel estimator method using several kernel functions (Gaussian, 

Epanechnikov, Triangular, Biweight, and Triweight) and the optimal bandwidth was selected based on the smallest GCV. 

The best estimator is determined using the smallest MAPE value. 
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IV. RESULTS AND DISCUSSION 

A. Data Distribution 

The following is a plot of the distribution of data on patients who died from COVID-19 in Indonesia 

 

Figure 1. curve of the data distribution of patients who died due to covid-19 in Indonesia 

From the figure 1 above, it can be concluded that the number of patients dying from COVID-19 in Indonesia tends to 

increase. But the more to the right the fluctuation in the number of deaths per day is getting bigger. And if we take a closer 

look, we can see that the end of the curve is showing signs of decline. However, a more in-depth analysis is needed to 

confirm this. 

B. Exponential Smoothing 

Here the author uses exponential smoothing as a comparison method because the data distribution follows the 

exponential smoothing pattern. The following is the plot of the results of the exponential smoothing (Single exponential 
smoothing (SES , double exponential smoothing, and Holt-Winters method) analysis using different value of parameters. 

 

Figure 2 Plot of data using the exponential smoothing method 

Based on Figure 2 above, in Single Exponential Method it can be seen that the parameter value of α= 0.279763 has 

MAPE= 27.016. in Double Exponential Method with α= 0.279763 and γ= 0.00847 has MAPE= 35.053. And in Holt-

Winters Method, it can be seen that the parameter value of α is 0.2, the parameter value of γ is 0.1, and the parameter value 
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of δ is 0.1 with a MAPE value of 26.650. 

C. Optimum Bandwidth Selection.  

In this study, the method used to determine the optimum bandwidth is GCV. Using the range 0.1 to 2, the following 

results are obtained: 

Table II. Optimum bandwidth selection 

  No   h       GCV   No   h        GCV    

  1    1.0    228.7283 

  2    0.9    232.5138 

  3    0.8    237.3243 

  4    0.7    242.3303 

  5    0.6    246.1749 

  6    0.5    247.9758 

  7    0.4    248.3623 
  8    0.3    248.4032 

  9    0.2    248.4063 

 10   0.1             Inf 

  11   1.3    224.4010 

  12   1.4    224.6718 

  13   1.2    224.8314 

  14   1.5    225.4312 

  15   1.1    226.2003 

  16   1.6    226.5037 

  17   1.7    227.7510 
  18   1.0    228.7283 

  19   1.8    229.0675 

  20   1.9    230.3755 

Based on the output of the statistical program above, we can see that bandwidth 1.3 is the optimum bandwidth with the 

smallest GCV value of 224.4010. So that the bandwidth will be used for COVID-19 data modeling with kernel functions. 

D. Kernel Method.  

To perform analysis using the kernel method, the first thing to do is to determine the bandwidth. In this study, 

bandwidth 1.3 is used for those five functions. Furthermore, the results are presented in the following figure. 

1) Gaussian Kernel. Using the Gaussian kernel function, the smoothing curve is obtained as follows: 

 

Figure 3. Curve of Gaussian Kernel 

From the figure 3 above, it can be seen that the smoothing curve (purple line) is still very different from the original 

data plot. This shows that the function of the Gaussian kernel is not good enough for smoothing COVID-19 data in 
Indonesia. 
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2) Epanechnikov Kernel. Using the epanechnikov kernel function, the smoothing curve is obtained as follows: 

 

Figure 4. Curve of Epanechnikov Kernel 

From Figure 4 above, it can be seen that the smoothing curve (red line) is still much different from the original data, 

but looks better when compared to the Gaussian kernel function. But we need to look at smoothing curves with other 
kernel functions. 

3) Triangular Kernel. Using the triangular kernel function, the kernel smoothing curve is obtained as follows: 

 

Figure 5. Curve of Triangular Kernel 

From Figure 5 above, it can be seen that the smoothing curve with the triangular kernel function (green line) is getting 

closer to the original data plot. This shows that the triangular kernel is better than the Gaussian kernel and the 
epanechnikov kernel. 
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4) Biweight Kernel. Using the kernel biweight function, the smoothing curve is obtained as follows: 

 

Figure 6. Curve of Biweight Kernel 

From Figure 6 above, it can be seen that the kernel biweight curve (blue line) appears to be getting closer to the 

original data plot. Thus, it can be said that the biweight kernel function curve is better than the previous 3 kernel functions 
(Gaussian, Epanechnikov, and Triangular kernels). 

5) Triweight Kernel. Using the kernel biweight function, the smoothing curve is obtained as follows: 

 

Figure 7. Curve of Triweight Kernel 

From Figure 7 above, it can be seen that the kernel triweight curve (yellow line) is very close to the original data plot. 
The curve with the triwight kernel function is much better than the previous 4 kernel function curve. So by just looking at 

the curve, we can conclude that the best function is smoothing with a triweight kernel function. However, to determine the 

best kernel function, we should not only use curves because it only emphasizes the subjectivity of the researcher. 

Therefore, in determining the best kernel function, the author will compare the error values of 5 kernel functions and 

choose the smallest error value as the best kernel function. 
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E. Comparison of kernel methods 

The following is a comparison curve between the five kernel functions. 

 

Figure 8. Comparison plot for five kernel functions 

From Figure 4, it can be seen that, after those five functions are combined in one plot, there are differences between 

those five kernel functions. To find the best kernel function, we will look at the smallest MAPE value of the five kernel 
functions used. The following is a table of MSE, MAD, and MAPE values for the five kernel functions. 

Table III. MSE, MAD, and MAPE values of the five kernel functions fungsi 

No Method MSE MAD MAPE 

1 Exponential 

Smoothing 

1. SES 268.044 12.583 27.016 

2. DES 382.425 14.469 35.053 

3. Holt-Winters Method 272.271 12.405 25.650 

2 Kernel 

Function 

1. Gaussian 68.105 6.318 0.039 

2. Epanechnikov 49.839 5.404 0.034 

3. Triangular 25.578 3.794 0,024 

4. Biweight 15.404 3.003 0.019 

5. Triweight 3.535 1.438 0,009 

From table 3 above, we can compare the nonparametric kernel method with the exponential smoothing method and it 

can be seen that the nonparametric kernel method is better than the exponential smoothing method with a much smaller 

MAPE value. Then in the kernel method, we will compare 5 kernel functions to find the best kernel function. And it can be 

seen that the triweight kernel function is the best kernel function because it has the smallest MAPE value of 0.009. So it 
can be concluded that the triweight kernel function is the kernel function that can most closely follow the original data 

pattern. After examining the data with five kernel functions, the smallest MAPE value is obtained using triweight kernel. 

Therefore, the best method to use is the triweight kernel method with the smallest error rate. 

V. CONCLUSIONS 
Based on the results of the discussion, it can be concluded as follows. 

1. The nonparametric method is better than the parametric method, in which all nonparametric methods that have been 

examined get an error rate that is smaller than the parametric method. 

2. From five examined kernel functions, the best method is triweight kernel because it produces the smallest error rate 

with a MAPE value of 0,9%. 
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