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ABSTRACT 

The efficiency of spectrum in mobile and wireless network might be achieved by exploiting the technical 
specification within the spectrum itself, and by introducing the new technical mechanism called network virtualization. 
The latter emphasises the enhancement of control and user planes of the network rather than utilise the spectrum. This 
research work focuses on the network virtualization, particularly on virtualizing the network elements in LTE-based core 
network (Evolved Packet Core – EPC). A design of network virtualization is built from the end-user to the core network, 
which includes all the functionality of the network elements. The EPC is assumed as the main core network system, while 
the 2G/3G/4G systems are as client stations. Testing, measurement and performance analysis are done by developing a 
testbed of cloud network in the Local Area Network where the access rate is up to 100 Mbps. Subsequently, the traffic 
loads of 0 Mbps, 10 Mbps, 50 Mbps, 75 Mbps, and 100 Mbps, based on TCP and UDP transport protocols, are generated 
into the testbed. All elements of the EPC-LTE on this testbed (i.e., HSS, MME, S-GW, P-GW and PCRF) are logically 
separated from one another in a cloud network. Two parameters of Quality of Service (QoS), i.e., jitter and delay, are used 
as performance parameters. Based on the test and measurement it is found that the highest value of jitter and delay are 
26.87 ms and 6.53 ms respectively, when network is loaded with traffic at 100Mbps. From the results, it can be concluded 
that the network virtualization can be implemented. 
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INTRODUCTION 

Mobile and wireless networks are typically 
characterized by a fixed spectrum assignment policy. 
However, a large portion of the assigned spectrum is used 
sporadically, with large spatio-temporal variations in the 
utilization of assigned spectrum. Thus, spectrum, a scarce 
and expensive resource is not used efficiently. As the 
number of mobile subscribers as well as the bandwidth 
required by new services increases, a growing pressure 
accumulates on network operators and infrastructure 
manufacturers to enhance spectral efficiency.  

Although the fixed spectrum assignment policy 
generally worked well in the past, a dramatic increase in 
the number of requirements for rich-content mobile 
services in recent years limits the spectrum resource. The 
limited available spectrum and the inefficiency in the 
spectrum usage necessitate a new communication 
paradigm to exploit the existing spectrum 
opportunistically. 

One solution to achieve the spectrum efficiency 
is by using less-spectrum in backbone, backhaul and 
access connections.  The recent development of 
interconnection system in mobile communication has 
been able to provide the connection between the Base 
Station Subsystem (BSS) and mobile core network 
through public access. In legacy system, those network 
elements are connected conventionally by particular 
media and interface. In addition, the introduction of all-
packet switched system in Long Term Evolution-
Advanced (LTE-A) technology has provided a capability 
to virtualize the network. Therefore, the geographical 
constraint when deploying network elements physically 
might be solved, by distributing those network elements in 

a cloud network and providing the user access through a 
simple public internet access. We call this mechanism as 
virtualisation of network. Key concept behind network 
virtualization, conducted in this work, is providing the 
user’s establishment on mobile core network (Evolved 
Packet Core – EPC in LTE) to obtain all network’s 
services and functionalities through IP networks, instead 
of a conventional radio networks. 

 Based on our knowledge, there are not so many 
works in this area. The preliminary concept of network 
virtualization, which is called Telecom Application Server 
(TAS), have been developed by Rhino [1] and Aricent [2]. 
The TAS is a set of telecommunication processes that is 
built from the core network to end-users. TAS, containing 
components those are used in the telecommunication 
system, is designed and optimized for asynchronous 
communication applications. It implements standard Java 
application servers (both SIP Servlet and JSLEE) to 
support, manage and run an operator’s converged services 
across the Web, IP, and SS7 networks [1]. In addition, 
TAS also offers a variety of software frameworks and 
product engineering services to help the network 
equipment vendors producing applications as well as 
developing and maintaining TAS features. The reusable 
software framework can easily integrate existing network 
architecture across multiple platforms, applications and 
services. Therefore the system can be provided in a short 
time with a considerable cost reduction [2]. 

Technically, the study of network virtualization as 
an internetwork frames have not been much discussed. 
Some of the relevant works have discussed the use of 
cloud computing as a new architecture for a mobile 
telecommunications network providing responsive and 
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efficient services [3]. Additionally in [4], a new 
architecture is introduced in which the user use the 
technology of mobile virtual machine (VM) to access 
services through customized software based cloudlet 
network. Through this cloudlet network, mobile users can 
access various services, even the service contains within a 
local area network.  

In this paper, the work is focused on the 
measurement of virtualized network testbed. It is based on 
LTE technology, where the clients compose of the 
traditional 2G access point (e.g., the base station sub-
system: base transceiver station – BTS), 3G access system 
NodeB and 4G’s eNodeB. Meanwhile, the services and 
applications represent the functionalities of network 
elements in core network accessed by clients in cloud.                 

 
MOBILE CORE NETWORK 

Core Network (CN) is the main part of a mobile 
telecommunication network that provides various services 
to the user equipment (UE). CN also manage most 
functionality of user and control planes in the system. In 
the 3GPP’s 4G Long Term Evolution system, the CN 
architecture is known as the System Architecture 
Evolution (SAE), which has a more simple architecture 
compared to the previous 2G/3G networks. The SAE is 
based on all-IP networks that separate the control plane 
from the user plane traffics, and support multiple 
heterogeneous access networks [5].  

The main element of SAE is known as Evolved 
Packet Core (EPC) composed of Mobility Management 
Entity (MME), Serving Gateway (S-GW), Public Data 
Network Gateway (P-GW), and Policy and Charging 
Rules Function (PCRF) sub-elements. A comprehensive 
CN architecture with multi-access platforms and services 
is depicted in Figure-1 [6]. 
 

 
 

Figure-1. 4G core network architecture [6]. 
 

The main element of SAE is known as Evolved 
Packet Core (EPC) composed of Mobility Management 
Entity (MME), Serving Gateway (S-GW), Public Data 
Network Gateway (P-GW), and Policy and Charging  
Rules Function (PCRF) sub-elements. A comprehensive 
CN architecture with multi-access platforms and services 
is depicted in Figure-1 [6]. 

In conventional network architecture, a 
dedicated connection and link should be established 
between the network access elements and the CN. 

Moreover, those connections should also be utilized 
based on particular interfaces, e.g., Abis for 2G, Iu-PS 
and Iu-Cs for 3G, and S1for LTE. In contrast for 4G, 
with its all-IP platform, the multi-protocols mobile 
switching, to integrate various multi-access technologies, 
is possible to be supported by the CN through 
virtualization of CN’s elements, introducing advanced 
protocol interworking on Home Location Register 
(HLR)/Home Subscriber Server (HSS) [6], and the 
deployment of IP Multimedia Subsystem (IMS). In this 
work, the design of the network architecture has been 
specified in an experimental testbed. All CN’s network 
elements contained in the mobile core network will be 
connected with BSS devices through a cloud network. In 
addition, these works also analyse the performance of the 
signalling mechanisms when a user accesses the network 
elements that are connected to the core network through 
the cloud. 

 
THE TESTBED 
 The testbed is developed as depicted in     
Figure-2. 

 

 
 

Figure-2. The testbed architecture with cloudlet network. 
 
The CN’s elements i.e., MME, S-GW, P-GW, 

HSS, and PCRF have been connected each other in a 
cloudlet. Those elements are represented by server virtual 
machines which are assumed located on geographically 
separated. Two more application servers i.e., VoIP and 
Mikrotik are added in order to generate voice over IP 
traffics and random traffics respectively. The cloudlet 
and virtualised environment has been managed by using 
Proxmox Virtual Environment [7].  

Two clients, as depicted in the figure, 
represented the roaming user equipment (UE), which is 
assumed to be geographically separated as well. Both 
UEs are designed to access the CN’s elements to request 
some LTE’s services through public internet instead of 
sending request via radio interface. The procedure of 
attachment into SAE/EPC follows the LTE’s attached 
procedure as described in [8]. To obtain a real 
environment, the network will be loaded by packet 
traffics in various sizes i.e., 0%, 10%, 50%, 75%, and 
100% of network capacity. Meanwhile, the maximum 
capacity of network is set to 100 Mbps. Client 2 is 
configured as traffic generator. The simulation on the 
testbed has been performed in two scenarios as follow: 
 Scenario 1: Client 1 performs a registration request 

to EPC over public internet. The S-GW received 
and forwards the signalling request to other related 
elements. The traffics are then generated in order 
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to determine the performance of the cloudlet 
network as well as the characteristic of the 
virtualised CN’s elements. In this scenario, two 
QoS parameters are considered, i.e., delay and 
jitter. The network measurement tool called Iperf 
[9] is deployed in client 1 to measure those 
parameters in TCP transport protocols. Iperf is also 
utilised to determine connection performance 
between each CN’s elements in term of delay and 
jitter. 

 Scenario 2: Client 1 performs a call to a terminal 
in the network. The call is a Session Initiation 
Protocol (SIP) based VoIP managed by Asterisk-
based IP PBX phone system by TrixBox [10]. A 
VoIP client software is installed in the client 1. In 
order to provide a real environment, assigned 
network traffics are generated by client 2. The 
QoS performance, in term of delay and jitter, is 
determined and analysed by using Wireshark 
packet trace [11] in TCP transport protocols. Since 
this scenario was performed over public network, 
the tests were done in three different times, in 
order to obtain a precise average of delay and 
jitter. 

The term QoS is a mechanism that is intended to 
determine the ability of a network to provide service for 
the traffic passing through it.The QoS of network refers to 
the level of speed and reliability of delivery of various 
types of data load in a communication. There are a 
number of QoS parameters to represent the reliability of 
the network. In this work, the considered delay and jitter 
are based on ITU-T recommendation G.114 [12] as 
shown in Table-1. 
 

Table-1. ITU-T standard for delay and jitter. 
 

 
 
RESULTS AND DISCUSSION 

 When it is implemented in the cloudlet network, 
the CN’s element is assumed can be located anywhere. In 
case of resource sharing among operators, it can be 
assumed that any UE can be connected to any operator’s 
core network elements. It this work, the testbed is 
designed to adopt that circumstance.  

The network performance during registration 
process is analysed in both delay and jitter. The 
simulation result in term of delay was measured when 
Client performed the registration access to S-GW, and 
when the signalling passed through the cloudlet from one 
element to another element. The average measured delays 
and jitter for UDP protocol are depicted in Figure-3 and 
Figure-4 respectively. The simulation was performed 
continuously for an hour in three different times i.e., 
morning (09.00 – 10.00 am), afternoon (01.00 – 02.00 

pm), and evening (07.00 – 08.00 pm). Those times 
represented the peak hours of the network. The delays 
have been measured by using Iperf software. 
 

 
Figure-3. Average delay for registration: Client to S-GW 

(TCP protocol). 
 

 
Figure-4. Jitter during registration process: Client to S-

GW (TCP protocol). 
 
As can been seen from the Figure-3 and     

Figure-4, the delays and jitters are vary depend on the 
traffic load in the network.  The level of internet access in 
each particular time influenced the intensity of packet 
traffic across the network, so the traffic lanes become 
congested. The amount of traffic that passes through the 
network also varies, and this greatly affects the outcome 
of the measurement. Number of users who access the S-
GW are represented by the given network traffic load 
between the Client and S-GW. Therefore, as can be seen 
from the measurement results, the greater the given traffic 
loads on the network then the greater the value of the 
measured delay. In addition, the resulting jitter was in 
accordance with the state of ongoing traffic. The resulting 
value of the largest delay is 93.14 ms occurred in the 
afternoon when the traffic load is 100 Mbps. The delay 
value of 93.14 ms was categorized as average according 
to ITU-T G.114 standard. 

The next test is carried out by measuring the 
connection access from the S-GW to MME, which is 
slightly different to the access test from Client to the S-
GW. The testing from Client to S-GW is in/out access of 
core network, as shown in SAE/EPC architecture, which 
means every user who wants to access the core network 
will pass through the S-GW as the only EPC network 
element who deal with the outsiders. In the connection 
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measurement of inter-network elements in the cloud, the 
generated delays and jitters are measured from the 
relationship between the entities that have connections as 
shown in SAE/EPC architecture in Figure-1. Those 
connections are S-GW to MME, MME to HSS, S-GW to 
P-GW and P-GW to PCRF. The simulation results of 
measured delay and jitter for inter-network elements 
which are connected in cloudlet network are depicted in 
Figure-5 and Figure-6. 

 

 
Figure-5. Delay during registration process: Inter-

network elements connection (TCP protocol). 
 

 
Figure-6. Jitter during registration process: Inter-network 

elements connection (TCP protocol). 
 
 As can be seen from the figures, both delay and 

jitter resulting from the connections between entities were 
considerably low. It is due to the architecture of the 
testbed. Basically, those network elements are in a server 
machine, where the servers are installed inside the virtual 
server host, in which they are virtualised and configured 
as a cloud. If there are high differences in the results of 
delay and jitter values, most probably it is due to access 
speed of the internal network itself. So, each entity of 
network elements was communicated only within the 
scope of the cloud itself. The delay and jitter might be 
higher if measured in the real cloud network 

The following on this section describes the 
results and discussion for Scenario 2 when the basic call 
service, based on VoIP, is implemented and measured in 
the testbed to analyse the performance of the virtualised 
network elements.  

 Basically, VoIP traffic is divided into two 
network transmission parts i.e., the signalling and media 

transfer using Realtime Transfer Protocol (RTP) 
transmissions. Signalling transfer protocol is always 
based on TCP, whereas The UDP is used for RTP 
transfer. The signalling is done between TCP ports that 
are commonly known, H323-based signalling are 
supposed to use port 1720, while Session Initiation 
Protocol (SIP) signalling uses port 5060 [13].  

When simulation process took place, Client 1 
accessed VoIP services through preinstalled softphone 
software. In this paper, the simulations were performed 
by providing traffic load of 0 Mbps, 10 Mbps, 50 Mbps, 
75 Mbps, and 100 Mbps. However, only the network 
traffic load of 50 Mbps is considered for jitter analysis. 
Packet trace and analysis software, Wireshark, was used 
to capture the traffic packets, measured and analyse the 
delay and jitter as shown in Figure-7 and Figure-8 
respectively. 

 

 
 

Figure-7. Delay for basic call service scenario –  
TCP vs. UDP protocols. 

 
 From the simulation results as shown in     

Figure-7, it can be analyzed that the greater value of given 
network traffic load, the greater value of the measured 
delay in both TCP and UDP transport protocol. The time 
taken for simulation also affected the magnitude of the 
delay, it happened due to the high number of users who 
accessed the internet. The highest value of delay occurred 
in the afternoon with 100 Mbps of traffic load that is 
equal to 5.97 ms (TCP) and 7.54 ms (UDP).  

In addition to jitter analysis, as can be seen in 
Figure-8, the amount of jitter and delta max produced on 
VOIP service was generated for the simulation time of 60 
seconds. The resulting data were taken with the same 
network traffic load (50 Mbps), but the time taken was 
disproportionately affect the value of the jitter and the 
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delta max. The highest jitter value is approximately 30.72 
ms and the highest average max delta is approximately 
52.26 ms which is occurred in the morning. According to 
ITU-T G.114 recommendation, jitter of 30.72 ms 
included in the average category in terms of QoS.  For 
sure, these are not confident results since it might slightly 
higher when deployed in the real system 

 

 
 

Figure-8. Jitter for basic call service scenario (at 50 Mbps 
network traffic load): (upper) 09.00 – 10.00, (middle) 

13.00 – 14.00, (lower) 19.00 – 20.00 
 
CONCLUSION AND FURTHER WORK 
 This paper carried the concept of network 
elements virtualisation based on LTE-A SAE/EPC core 
network, and developed a testbed to simulate and to proof 
the concept. The networks elements are designed 
geographically separated and get connected each other 
through cloudlet network. Two scenarios i.e., registration 
process and basic call service have been deployed to 
measure and analyse the functionality and QoS of the 
system. Two QoS parameters are considered i.e., delay 
and jitter, which are based on ITU.T G.114 
recommendation. Based on the simulation result it is 
found that the highest value of delay and jitter are 93.14 
ms and 30.72 ms respectively, when loaded network 
traffic at 100Mbps. From the results, it can be concluded 
that the network virtualization can be implemented since 
the EPC elements can be configured in the cloud, and can 
be accessed through the public IP network. 
 
FURTHER WORK 

Further work is expected to utilise a traffic 
generator that can support the TCP/UDP protocol 
simultaneously and providing traffic load corresponding 
to the maximum capacity of the access rate, so that the 

simulation can represent the actual state of the network. 
Moreover, we also concern to deploy the Mean Opinion 
Score (MOS) or Objective Perceptual Quality 
Assessment Listeninq (POLQA) based on ITU-T P.863, 
as the additional paramaters of QoS.  The deep 
investigation on control and user planes functionality in 
virtualised network elements will also in our further 
objectives. 
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