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Abstract—This research examine about the moments, cumulants, an characteristic function of the log-logistic
distribution. Therefore, the purposes of this article are (1) finding moments of the log-logistic distribution by using moment
generating function d by definition of expected values of the log-logistic ﬂdom variable and (2) finding the cumulants
and characteristic function of the log-logistic distribution. Log-logistic distribution has two parameters: the shape
parameter o and p as a parameter scale. Moments of the log-logistic distribution can be determined by using the moment
generating function or the definition of expected value. Cumulants detenined by the moments that have been found
previously. Furthermore, skewness and kurtosis can be determined from the log-logistic distribution. While the
characteristic function is the expected value of e™®, which I as an imaginary number.

Keywords—Log-logistic Distribution, Moments, Cumulants, Characteristics Function.

Abstrak— Penelitian ini mengkaji tentang momen, kumulan, dan fungsi karakteristik dari distribusi log-logistik. Oleh
karenanya tujuan dari tulisan ini adalah (1) menentukan moment ke-r distribusi log-logistik berdasarkan fungsi
pembangkit momen, dan membuktikannya berdasarkan definisi nilai harapan dari distribusi log-logstik, dan (2)
menentukan fungsi karakteristik distribusi log-logistik. Distribusi log-logistik memiliki dua parameter yaitu o sebagai
parameter bentuk dan [ sebagai parameter skala. Momen dari distribusi log-logistik dapat ditentukan dengan
menggunakan fungsi pembangkit momen atau definisi dari nilai harapan. Kumulan ditentukan dengan momen yang telah
ditemukan sebelumnya. Selanjutnya, dapat ditentukan skewness dan Kurtosis dari distribusi log-logistik. Sedangkan fungsi
karakteristik adalah nilai harapane'®®, dimana I sebagai angka imajiner.

Kata Kunci—Distribusi Log-logistik, Momen, Kumulan, FungsiKarakteristik.

Thel‘efon the purposes of this article are (1) Finding

2 . INTRODUCTION moments of the log-logistic distribution (o,8) by using
log-logistic distribution is a probability distribution M()_m‘ef“ GCI]Cl:illll]g Fumll()m/lGF) and proved by
Aof randorerariable that the logaritm has logistic def}m‘mm‘ that is lh‘ngh the '?"XP'?thd value ofthe log-
distribution.  Log-logistic  distribution  with  two logistic randornfarlablc. (2) Finding the cumulants and
parameters, « as the form pameler and B as the scale characteristic function of the log-logistic distribution

parameter. According to [3] a random variable X is said (t.p). ; L .
18 be a 10gI0gistC distriblition With the form para The second section of this article discuss about used

« and the scale parameter B, are denotated X~L, (a,f), if methods. The Moment Generating Function (MGF)

Probability Density Function (PDF) is given by : find mome |?l, ‘cum‘ulel‘nts,‘ and ‘cheu'elcten‘stlc fl‘]l]Cll()l] of
—z the log-logistic distribution is determined in In the

-1 44 P ‘ -

flx;a; B) = E(i) (1+ (ﬁ) ) (1) section 3.1. In the section 3.2 along with skewness

BB £ function and kurtosis functionfiiye generate the moments,
where, a >0 e‘m(‘] B } 0 - ) . cumulants, and characteristic function of the log-logistic
gThc log-logistic distribution has the same form with  gistribution. In the section 33 graphically, we discuss
log-normal distribut but has heavier tail. Probability . Pr()tmity Density Function (PDF), skewness and
Density Function of log-logistic distribution In statistics,  kyurtosis function of the Log-logistic distribution. Finally,
the log-logistic distribution is continuous probability  he 145t section is the conclusion of the article.
distribution for non-negative random variable. For

instances, death value caused by cancer diagnose or 1. METHOD
treatment, and also used in r()l()gy for rate of flow
water model and rainfall, in economics as a simple
model of wealth or incomedistribution. S
Generally, the main focus in the research of the log-
logistic distribution propertiesis in the areas of the A, Moment Generating Function
expected value, wvariance, and quantile of this
a;trib ution. In this article we extend to derive properties
of the log-logistic distribution in terms of the r-moment,
cumulants, and characteristic function mathematically.

This section discusses basic theories in mathematically
ving the moment, cumulants, and characteristic
function of the log-logistic distribution (o,[3).

Moment generating function is used to determine r-
moment of the X log-logistic random variable. Moment
generating  fnction mden()led M, (t).The moment
generating function for the log-logistic distribution is
given as follows [5]:

=]
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B. Moments

Average and variance actually are special kind of other
measurements  called moments. To generate these
moments, we need to dlffcmula: the moment
generating function. The moments of the log-logistic
distribution then can be retrieved as follows [9]:

The first moment,

' d

x(t) = - Mx(t) (3)
The second m()mcul
M (0) = My (0) )

The third moment,

"e(®) = S My(0) (5)

The fourth moment,

d.
M (E) = < My (2) (©6)
The r-moment,
dl"
M7y (t) = FMX(C) (7)

C aﬂr;}erxaximr of the Random Variable

Let X be a continuous random variable having a
probability density function f(x) such that we have
certain absolute convergence|5]; namely,

ﬁlxlf(x)dx exists (8)
The expectation of a random variable is
E(X) = [ JxIf (x)dx ©
D. Cumulants

The other characteristics or properties of

distributionscan be determined by their cumulantss. On
calculating to determine the cumulants, we use moments
that have been determined before[6]. The cumulantss are
defined as follows:

Ky =y (10)

—u, -2 (11)
Ky =p's =3p'p's + 2)“Kls (12)
Ky=p'y—4u' 'y - Sﬂ;zz + 12”’2“’12 - 6Mr:f (13)

K = py = 55245 20) kbt n (14)
E. Characteristic Function

The characteristic function is one of important features
in the probability and distribution alcepl. Similar to the
moment generating function, the characteristic function
could be used to calculate moments of the X random
variable. The characteristic function can be defined as
follows [8]:

E(e™) = [ o' dPx = [7 eX dF(x) (15)

where

el™ = costX + isintX (16)
a III. RESULT AND DISCUSSION

A.  Moment Generating Function of the Log-Logistic
Distribution

The moment generating function of the log-logistic
distribution sfiuld be determined before we determine
the moments of the log-logistic distribution. The moment

generating function for the log-logistic distribution is
given as follow:

My(t) = [ e™ f(x)dx

et (@ 1+ () ax

By applying MacLaurin series [7] the equation becomes:

Mx() = [ (1+tx+ 1i+ t;—fa+)%(§)a(%)_l
a2
(1+ () ax
a2
CAE)G) (e () axe
ca a fa\E oy T 0y T2
Fes@) 6 (1+G)) e+
oo t2y? g fay@ fay 1 -2
G G) (e
P RN e | J(c(—Z
K55G G) () dxt
0« 1
by subtituting y = (E) “we find x = yaff with dx =

My(t) =

a

(g) ) dx +

1
g ya tdy.
It means that if boundary of x = 0 then boundary of y =

0 and for x = co then y = co. Then, he moment generating
function it can be written as follows:
1

_ogpm 1 oy
My(t) = fU (1+y)? dy+ th fU (1+y)ady+
22 3,3
rp IU (1+y )1dy+ tx 0 (1+y )ady+
by using Beta function [1] :
My(t) = B(L1) + tB (<2,
g2 at+z a—2 t’ﬁ’ c(+3 a3y
() () +

Hence, the moment genemlmg ful](.ll()l] of log-logistic
distribution is:
— {tﬁ)“ a+n a-n
My(t) = Xi=o o

® 24

B. Moments, Cumulants, and Characteristic Function
of Log-Logistic Distribution
1) Moments
By differentiating the moment generating function that
we have before then moments of log-logistic distribution
are retrieved as follow:
The first moment,

(8) = S My(2)
er(t) — _Zn- (‘E)HB(m,ﬁ)

n! 13 13

(0 = S5, g (e e
X(t) ! B(a'a)

M’X(t — 0) _ BB (a+1 a;l)
The second m()menl
M"x(t) = mz My (0)
— (tlﬁ’) a+n a-n
M"x(t) MQZn 0 ( . ‘T)

" = yo n(n—1ji'.“ 2pM  fatn a-n
My(t) = S "B (0. 7)
a+Z a— 2)

M"y(t =0) = p?B (22,22

14
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The third moment,
M"'y(t) = mg Mx(t)

(tﬁ)“ a+n a-n
M'"y(t) = mg En =0 (—,—)

44 13
o _ v nn 1)(n 23N fadn a-n
My (e) = Lo, mREE g (2, )
a+3 - 3)

M""y(t =0) = B°B ( a3

@

Fourth Moment,

d'
M y(t) = me(t)
e - (f-ﬁ)n atn a-n
M () dt"zn 0 ( a ! a_r)
_ o= it _
My (0) = Bipng MR (22 2o)
M x(e=0) =g B (757

a ' a
a a
The r-Moment,

dl"
My (t) = _Mx( )
) = (B)" g (atn a-n
M7x(t) = dt’”zﬂon' (a'a)
er(t) _ Enw=0n(n 1)(n— 2)---{n—é:‘—l)}(n—r}t“""ﬁ“
a+n a-n
B ()
er(t _ 0) ﬁTB (a+r aar)

Then, the above equations of momentsmight also be
proven by the following definition of the expected
values:

The first moment,

E() = [ x f@)dx
[ ¥ e =2
=5 (04 ()) @
m o fa\® rxyL @y 2
.[0 X E(E) (E) (1+ (E) ) dx
Lety = (%)a[hc[]‘xzy%ﬁ'HCﬂCCdxz Eyé_ldy.

It means that if boundary of x = 0 then boundary of y =0

andfor x = sothen y = oo, We have the result as
1

o] yﬂ
By using Beta functions, the first expectation of the log-
logistic is:

E(X)=8B (ﬂ g)

a
The second expectation,

o
E(X?) = [ x* f(x)dx
By similar processes in the first expectation then we
have the second expectation of log-logistic distribution
as follows:

E(x?) = 2B (2,
The third expectation,
E(X®) = [ x* f(x)dx

By similar processes in theac()nd expectation then we

have the third expectation of log-logistic distribution as
follows:

E) = B (%057)

44

a+2 - 2)
a

The fourth expectation,
E(XY = ["x* f(x)dx

By similar processes in the third expectation then we
have the fourth expectation of log-logistic distribution as
follows:

+4 a-4
Ex =g B (057)
The r-expectation,

E(XT) = [, x" f(x)dx

Finally, by above processesin fourth expectation then
we find r-expectation of the log-logistic distribution as
follows:

E(X") =p"B (<7,
2)  Cumulantsof the Log-logistic Distribution

The following equations are the first, second, third,

fourth, and r- cumulantsofthe log-logistic distribution:
o+l a-1
Kimity = £ (22,5)

44

a+r - r)
¢4

2
o=yt =2 (B (5252) - (B (<25,52) )
Ky=u'y = 3u' ' + 20 * =

B ()
pr| 38 (250) B (00)

w2(B (2,22 )3
Ke=p'y— 4 'y =30, + 12;1’2;1’12 —6u' )"
_ﬁ,‘( (a+4 a“:‘) 4B (mu a= 1) B %JQT_E)_
3(m(2.5) +1zm (2 (5 (225) -
e (2222))

r—1
Ky =#;_Z(n— 1)kn#;‘—n

n=1
a+r a—r
=08 ()
-
a+(r—n) a—(r—n
S0 ”rns( Con s=(-m)
g5 «
Thus, 5kewness and kurtosis of the log-logistic

distribution can be determined as follows

E[(X-p)? K.
Skew[x] = =] _ K
E(x-p)2]2 (k)2
a+3
( o )
cr+2 a— 2 a+l a—-1
-38 ("= ) )
1a-1
+2(s ey )
Skew[X] = 5
Nz
(B a+2la—2)_(B rx+1ja—1)))
a o o o
Kurtosis,
a4—“—’"
B(ﬂi‘!ﬂ ‘1
4B(ﬂf1ﬂ 1 ﬂfﬂﬂ 3
—3(8 a1—2a 2
a+2 a- 2 a+la- 1
28 T’T =
_G(B(I:Hla 1
a, =

Bai—ZaZ) a+1a1
@ oo o e
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3) Characteristic Funcrion of the Log- Logistic
Distribution
The characteristic function of the
distribution can be expressed as follows:
Dy(t) = [ e (x)dx

= ono cos tx + i sintx {% (E)“—l (1 N (E)q)—z} »

Equation above made of 2 part to solve it one by one:
Part I,

_[Ow cos tx [%(é)m1 (1 + (E)Q)_z} dx

Part II,

risme(E(2) (14 ()} ax

Furthermore, by transforming sin zx and cos fx using

wcLaurin series, then we may find results of each part
as follows:

log-logistic

=B - ) g )
t°f Gy
o B(af1 ,aa1)+it3 2 a+3 a-3
H‘tfﬁB( D) -5eB () ¢
5@5 — ir7@p7? —
o glasiey b gl
d(x)=1+11

ox(6) = B(L1) + itpB (<2, %) _‘Z_fzs(%,%z)

_Eﬁﬁa B(Q_ﬂ,ﬁ)-i_; gt B(a+4 a— 4)

3! [ 3 4! 3
ir5 @5
it a+s a-5
¢ OF p(us sy
5! o o

The characteristic function of the log-logistic distribution
is :

o (B a+n a-n
ox(® = I B ()
We also may find the norm characteristic function log-
logistic distribution:
[2x(0)] =B(1,1) =1
We note that the value of norm chelrelcterm function is
equal to 1. It means that characteristic function of the
log-logistic distribution is a finite function. This result
can be seen from graphs as discussed in the following
sections.
C. Graphs of the Probability Density Function,
Skewness Function, 1 d Kurtosis Function
1) Probability Density Function of the Log-Logistic
Distribution d

Based on Figure 1, graphs of the probability density
function of the log-logistic distribution for o = 35 and [
= 5 (red curve), for o = 45 and 8 = 3 (blue curve), for a =
55and p =1 (purple curve), it is seen that when [} getting
decline the concentration data is getting move to the left,
but when o getting rise the form curve of the log-logistic
distribution is getting pointed.
2)  Skewness Function

Based on Figure 2, graphs of skewness functionof the
log-logistic distribution that we found by entering 4
different values of o, then the curve formed on x and y
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with positive values. The skewness curve of the log-
logistic distribution is f()nnd on y positive values. It
means that the skewnessof the log-logistic distribution is
positive (skewed to the right).

3)  Kurtosis Function

Graphs of kurtosis function of the log-logistic
distribution are created by entering 4 different values of
o. Based on Figure 3, it can be seen that for values of
kurtosis less than 3 the distribution tends to see as platy
curtic distribution, and for values of kurtosis greater than
3 is leptokurtic distribution.

1. CONCLUSION

Based on above results, it can be concluded that
1.The r-moment of the log-logistic distribution (o, [3)

a+r a-r

" (t10) = g8 (<, 2T

2.The rcumulantof thelog-logistic distribution (a.f) is
Ke=p - _1{1‘_1) knpty—n

=p"B (ﬂ a- T) r-1 ()" - 1) Ko BT

@ n—1
a+(r-n) a—(r—ﬁ
B( e ' oa
3.The characteristic function of the log-logistic

distribution (o,[3) is
e (It a+n a-n
Dy (t) = En=0( D g (_»_)

n! o o
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