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ABSTRACT

In this paper, optimal bandwidth selection for skewed distribution is studied through data simulation. The data are generated
Srom Exponengial (1), Exponential (3), Gamma (1,6), Gamma (1,9), Weibull (1,5), and Weibull (1,10) distributions having
parameter(s) produces a skewed density function with n = 100. The Gaussian kernel density functions of the generated
distributions are estimated using Scott (Nrd), Silverman's rule of thumb (Nrd0), Silverman's Long-Tailed distribution
(Silverman-L1), Biased Cross validation (BCV) and Sheater-Jones (SJ) bandwidth methods. The kernel density estimates are
compared to the corresponding probability density functions. The selected optimal bandwidth then is applied to kernel
density estimation of survival time data of cancer patients. Result indicates that, overall, Silverman's Rule of Thumb (Nrd0)
method outperformed the other methods.

Keywords: kernel density estimation,optimal bandwidth, survival timedata

1. INTRODUCTION

Information about data distribution and its probability density function (PDF) is important in various slalis@l
analysis. However, in some cases the inl‘omaion about the probability density function is unknown. One
approach to density estimation is parametric. Another approach is non parametricinthat less rigid assumptions
will be made about the distribution of the observed data. The objective of density estimation in nonparametric
approach is to obtain the density function curve which is a smooth curve with minimum sampling variance and
has importantinformation of the data. The simplest way to estimate the density estimationis using histogram. But
it has a weakness in its shape which is influenced by the selection of the starting point and the width of the class
interval. Different starting points will produce different histograms, as well as different interval classes will

result in different histogram shapes.

In this study, we use nonparametric kernel densieestimation to estimate the probability density function of
skewed distributions. The most important part of kemel density estimation is the selection of kernel functions
and the selection of bandwidth [1,3]. Bandwidth is a scale factor that controls how large the probability of
spreading point on the curve. Selection of bandwidth will determine whether the obtained density function curve
will be undersmoothing or oversmoothing. The value of the bandwidth that is too small will produce an
undersmoothing density function curve, and vice versa, the value of the bandwidth that is too large will produce
an oversmoothing density function curve. Therefore an optimal bandwidth is required to obtain a density
function curve corresponding to the actual data distribution. To illustrate this issue, we provide an example of

undersmoothing and oversmoothing density functions presented in Figure 1.
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Figure 1.Undersmoothing (left) and Oversmoothing (right).

There are various well known methods available f btaining optimal bandwidth, for example the
Asymptotically first-order optimal (Aé)) bandwidths|5]. Unbiased Cross Validation (UCV) method. the Biased
Cross Validation (BCV) method, Silverman’s rule of thumb (Nrd0) method, Silverman’s Long-Tailed
distribution (Silverman-LT), Scott (Nrd) method, and Sheater-Jones (SJ) method. Each of these methods is
known as the optimal bandwidth but produces different bandwidth values. The bandwidth selection in kemel

density estimation becomes an interesting topic to study and has been investigated by many authors.

Studies on the optimal bandwidth selection have been done by many authors, one can see e.g. [2]-[6] for various
techniques and issues related to bandwidth selections. In this paper we empirically study the optimal bandwidth
estimations for skewed dislrgltion by data simulation. We consider several optimal bfmw'dlhs mentioned
above. The selected one then 1s applied to real data on survival time of lung cancer patients. The rest of the paper
is organized as follow, in Section 2 we review the kernel method for density estimation and present the available
optimal bandwidths. In Section 3 we describe our rcs:cn:h methodology. The simulation results are presented in

Section 4 and the application on survival data is given in Section 5.

2. KERNEL DENSITY ESTIMATION

Kemel Density m'nation is a method to estimate the frequency or probability function of a given value given a
random sample. Given a set of obserm‘ms (xf) with 1 =i = m, it isassumed that the observations are a random

sampling of a probability distribution £ The kernel estimator of fis given as follow:

?)

(x h)=— ZK[

where:

- X, is an identical independently distributed random variable

- K R"—R s the kemel, a function centered on 0 and that integrates to 1.
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- nis the number of observations
- h is the bandwidth, a positive valued smoothing parameter that would typically tend to 0 when the

The kemnel estimator depends on two parameters, i.e. the kernel function K and the bandwidth A There are

number of samples tend to =

several kernel functions K(.) which can be used for density estimation, some of the most used kerel functions
are Epanechikov, biweight, triangular, Gaussian and rectangular kemels. For more details on the kernel function
one can see e.g. [1] and [9]. However, the selection of kernel function K.) used for the estimation does not really
effect the accuracy of the estimation, furthermore the bias of density estimation using kernel estimator does not

rely on the sample size but it depends only on the bandwidth & choice. [1]

Selecting an appropriate bandwidth for a kernel density eslimal(a's of crucial importance, and the purpose of the
estimation may be an influential factor in the selection method. In many situations, it is sufficient to subjectively
choonthc smoothing parameter by looking at the density estimates produced by a range of bandwidths. One can
start with a large bandwidth, and decrease the amount of smoothing until reaching a “reasonable™ density
estimate. However, there are situations where several estimations are needed, and such an approach is
impractical. An automatic procedure is essential when a large number of estimations are required as part of a

more global analysis.

The problem with using the optimal bandwidth is that it depends on the unknown quantity /" which measures the
speed of fluctuations in the density f, i.e., the roughness of £ Many methods have been proposed to select a
bandwidth that leads to good performance in the estimation. The followings methods are some optimal

bandwidths selection methods available in R software for kernel density estimation:

A Scoit (Nrd) bandwith method
A bandwidth that optimize the Integrated Mean Square Error (IMSE) introduced by Scott is given in the

following simple formula :

h=1060n""

Where & is population standard deviation (estimated by the sample standard deviation) and nis thesample size.

The Scott bandwidth isusually used for normal symmetric and unimodal data [7].

B. Silverman’s rule of thumb (Nrd() bandwith method
If the data is unimodal but not symmetric, then the following Silverman’s rule of thumb bandwidth will

optimize the IMSE :

|
h,,=0.9min{S,IQR/1.34}n™" -“,

where S is the sample standard deviation, IQR is the Inter Quartile Range (Q3 - Q1) [7].
382




Prosiding Seminar Nasional Metode Kuantitatif 2017
ISBN No. 978-602-98559-3-7

C. Silverman’s Long-Tailed distribution (Silverman-LT)
Silverman [1] introduced a bandwidth estimator for skewed and long-tailed distribution given in the following

formula:

h=079(IQR)n"">

D.  Unbiased Cross Validation(UCV)bandwith method

The UCV bandwidth (4;,-) is the bandwidth /4 that minimize the following function

- 1
UCV(h) = _th.ﬁ:_

Z Z ]"}.)2 — VRex —(a; — ‘P‘J)z
n’h\/_ exp P\ ——m ) |-

<i<ji<n

The hyey valueis obtained iteratively [8].

E.  Biased Cross validation (BCV" ) bandwith method
The BCV bandwidth (fi5¢) is the bandwidth / that minimize the following function

BCV(h) = R’{j: f ﬂ;f:;\,ﬁ ZZ K"(w)K" (u‘ w)dw‘

1<i<j<n

The hpeyvalue is also obtained iteratively [8].

F. Sheater-Jones(SJ)bandwith method

Sheater-Jones bandwidth methodis given as follow

h = |i H{h) ] Ve
p2(K)25p (az(h))

where @, = ¢,2°"7 with cis an appropriate constant [4].

3. RESEARCH METHOD

A simu]alioraudy using R program was conducted to compare the several optimal bandwith seleclionm(hods:
Scott (Nrd), Silverman’s rule of thumb (Nrd0), Silverman’s Long-Tailed distribution (Silverman-LT), Unbiased
Cross Validation(UCV), Biased Cross validation (BCV) and Sheater-Jones (SJ) of n= 100 which were artificially
repeated from skewed distributions: Exponential (1), Exponential (5), Gamma (1.6). (‘mﬂa (1.9). Weibull
(1.5). and Weibull (1,10). Gaussian kerel with selected optimal bandwidth selection method is applied to

estimate the density function of survival time data of lung cancer patients consisting of 62 patients measured in
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days, ie patient duration ranging from 100 days before treatment until the patient died. This data is part of the

research data of Veteran Administration USA [10].

4. RESULTS AND DISCUSSION

In this section we present and discuss the result from our data simulation. The simulation results of the generated
skewed distributions (Exponential (1). Exponential (5), Gamma (1.6). Gamma (1.9), Weibull (1.5). and Weibull
(1,10)) using Nrd0, Nrd, UCV, BCV, §], and Silverman-LT bandwidth method scan been seen clearly in Figure
2-7.
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Figure 2.

Density estimation curves of Exponential(1) distribution with different bandwidth methods

Dinsly

1
Y/ N
] \7‘\‘?\7“!“\‘\\,:‘_\___7% N

B S T TR 1 T N A T
00 0.2 04 [=R=3 08 10

Figure 3. Density estimationcurve of Exponential(5) distribution with different bandwidth methods.
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Figure 4. Density estimationcurve of Gamma(1,6) distribution with different bandwidth methods.
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Density estimationcurve of Gamma(1,9) distribution with different bandwidth methods.
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Density estimationcurve of Weibull (1.5) distribution with different bandwidth selection methods.
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Density estimation curve of Weibull (1,10) distribution with different bandwidth selection methods.

It 1s apparent from Figure 2-7 that UCV and SJ bandwidths provide unfavorable results for estimating the

density curve of the data since the curves are significantly distorted from the real distribution (PDF) curve (ie,

yellow curves), particularly in Fig. 3, Fig. 5 and Fig. 6. The kernel estimation using UCV bandwidth is the worst

one followed by SJ bandwidth. The bandwiths behaviour of Nrd0, Nrd, Silverman-LT and BCV methods are
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seen to meet the real PDF curve. The curve of Nrd0 method has a shape similar to the curve of Silverman-LT,
while the curve of the Nrd method has a shape similar to the BCV curve. From these two groups, it is obvious
that the Nrd0 andSilverman-LT curves approximate the actual data curve better than the Nrd and BCV curves.In
order to ensure the best bandwidth estimation methods. specifically we provide the curve of the density of the
two bandwidth selection methods (Nrd0 and Silverman-LT) for Exponential (1), Exponential (5), Gamma (1,6),
Gamma (1.9), Weibull (1,5), and Weibull (1,10) distributions as shown Fig. 8.
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Figure 8. Comparison of Nrd0 and Silverman-LT bandwidth selection methods for Exponential (1), Exponential

(5), Gamma (1.6), Gamma (1.9), Weibull (1.5), and Weibull (1,10) distributions.

Figure 8 shows that the density curves of the Nrd0 and Silverman-LT methods are similar. However, at its peak,
the density curve of the Nrd0 bandwidth method approximates to the real data distribution (PDF) curve better
than the density curve of the Silverman-LT method. Based on the above description, it can be concluded that the

Nrd0 bandwidth estimation method gives the best density curve estimation among other methods.

5. APPLICATION ON SURVIVAL DATA OF CANCER PATIENTS

To see the performance of the selected bandwidth method resulting from the simulation study above, we apply it
to the survival time data of cancer patients. First, we predict the data distribution using histogram and polygon

as shown in Figure 9.
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Figure 9. Histogram of survival time data of cancer patients

The histogram above shows that the data is skewed to the right. The values of all optimal bandwidths discussed

in previous section are presented in Table 1.

Table 1. Optimal bandwith values of all bandwith selection methods

Methods Bandwidth
Silverman's Rule of Thumb (Nrd0) 34.35
 (Nrd) 40.46
Unbiased Cross Validation (UCV ) 14.37
Biased Cross Validation (BCV) 44.85
Sheater — Jones (ST) 20.39
Silverman Long-Tailed distributions (Silverman-LT) 36.72

We obtained the bandwidth values of the two best methods (Nrd0 and Silverman-LT) are 34.35 and 36.72
respectively. We present the plot of the polygon curve and kernel density estimates using Nrd0 and Silverman-LT

bandwidths in Figure 10.
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figure 10. Comparison kernel density estimates using Nrd0 and Silverman-LT bandwidths and polygon of survival

time data of cancer patients.
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From Figure 10. it can be seen that Nrd(0 and Silverman-LT bandwidth methods yields the density curves that
best suits the distribution of survival time data of cancer patients. The Nrd0 and Silverman-LT density curves
look similar. However, at the peak and tail of the densities are quite different. For final decision, we choose the
best bandwidth to fit the data in accordance to the result of data simulation, 1.e. the Nrd() bandwidth. This results

is similar to the skewed distributions simulation result as shown in Figure 8.

6. CONCLUSION

In this paper, we have shown that one can estimate the density curve using kernel density estimation method
using various bandwith selection methods. For skewed distribution considered in this paper, overall,
Silverman’s Rule of Thumb (Nrd0) bandwith outperformed all other methods. It provides the best density

estimates curvefor both skewed distribution and survival time data of cancer patients compared to others.
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